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de Madrid, Avda. Universidad 30, 28911 Leganés, Spain.

Abstract

The Fiedler matrices of a monic polynomial p(z) of degree n are n × n matrices with characteristic
polynomial equal to p(z) and whose nonzero entries are either 1 or minus the coefficients of p(z). Fiedler
matrices include as particular cases the classical Frobenius companion forms of p(z). Frobenius companion
matrices appear frequently in the literature on control and signal processing, but it is well known that
they posses many properties that are undesirable numerically, which limit their use in applications. In
particular, as n increases, Frobenius companion matrices are often nearly singular, i.e., their condition
numbers for inversion are very large. Therefore, it is natural to investigate whether other Fiedler matrices
are better conditioned than the Frobenius companion matrices or not. In this paper, we present explicit
expressions for the condition numbers for inversion of all Fiedler matrices with respect the Frobenius

norm, i.e., ∥A∥F =
√∑

ij |aij |2. This allows us to get a very simple criterion for ordering all Fiedler

matrices according to increasing condition numbers and to provide lower and upper bounds on the ratio
of the condition numbers of any pair of Fiedler matrices. These results establish that if |p(0)| ≤ 1, then
the Frobenius companion matrices have the largest condition number among all Fiedler matrices of p(z),
and that if |p(0)| > 1, then the Frobenius companion matrices have the smallest condition number. We
also provide families of polynomials where the ratio of the condition numbers of pairs of Fiedler matrices
can be arbitrarily large and prove that this can only happen when both Fiedler matrices are very ill-
conditioned. We finally study some properties of the singular values of Fiedler matrices and determine
how many of the singular values of a Fiedler matrix are equal to one.
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1. Introduction

Let p(z) = zn+
∑n−1

k=0 akz
k be a monic polynomial of degee n with ai ∈ C, for i = 0, 1, . . . , n−1. The

first Frobenius companion matrix of p(z) is defined as

C1 =



−an−1 −an−2 · · · −a1 −a0
1 0 · · · 0 0

0 1
. . . 0 0

...
. . .

. . .
...

...
0 · · · 0 1 0

 (1)
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and it has the property that p(z) = det(zI − C1). Other similar Frobenius companion matrices that
appear in the literature can be obtained by transposition and/or by reversing the order of rows and
columns of C1 [7, pp. 146–149], [9, p. 105].

Frobenius companion matrices are important in theory, numerical computations, and applications.
For instance, they are the building blocks of the rational canonical form of a matrix [7, 9], MATLAB
computes all the roots of a polynomial by applying the QR algorithm to a balanced Frobenius companion
matrix [10], and they appear frequently in the control and signal processing literature (see [8] and [9,
Section 10.4] and the references therein).

Frobenius companion matrices arise in control theory because any single-input controllable system
can be transformed into a companion form system and, also, because the structure of companion systems
greatly simplifies theoretical considerations such as feedback analysis [8]. However, as n increases, Frobe-
nius matrices are known to posses many properties that are undesirable numerically. For instance, stable
ones are nearly unstable, controllable ones are nearly uncontrollable, and nonsingular ones are nearly
singular, that is, they have large condition numbers for inversion. These properties were studied in detail
in [8]. In particular, the study of the behavior of the spectral condition number κ2(C1) = ∥C1∥2∥C−1

1 ∥2
presented in [8] is based on the following remarkable property of C1: it is possible to derive explicit
expressions for its singular values and at least n− 2 of the singular values of C1 are equal to 1 (see also
[9, Section 10.4]).

In 2003, Fiedler expanded significantly the family of companion matrices associated with the monic
polynomial p(z) [6]. These matrices were named Fiedler matrices in [3]. Every Fiedler matrix shares
with C1 two key properties: (i) its characteristic polynomial is p(z), and (ii) (n − 1) of its nonzero
entries are equal to 1 and the remaining nonzero entries are equal to −ai, for i = 0, . . . , n − 1, with
exactly one copy of each. Fiedler matrices have attracted considerable attention very recently in the
area of nonlinear eigenvalue problems, since they can be used for constructing linearizations of regular,
singular, and rectangular matrix polynomials [1, 3, 5]. In addition, some matrix pencils constructed by
simple transformations of Fiedler matrices have been used to design structure preserving linearizations
of different classes of structured matrix polynomials [1, 2, 4, 11].

It is natural to investigate whether some Fiedler matrices have properties that are more convenient
numerically than Frobenius companion matrices or not. In this context, we study in this paper the
condition numbers for inversion of Fiedler matrices of scalar polynomials, with the purpose of comparing
them and to provide a simple criterion that allows us to determine in advance which Fiedler matrices
of a fixed polynomial p(z) have the smallest condition number. The first point to be remarked is that
there are not explicit expressions for the singular values of those Fiedler matrices that are different from
the Frobenius companion matrices (see Section 6), which prevents the use of the spectral norm in our

developments. We have used instead the Frobenius norm of an n×n matrix, that is, ∥A∥F =
√∑

ij |aij |2,
which satisfies ∥A∥2 ≤ ∥A∥F ≤

√
n ∥A∥2, see [7]. Therefore, the condition number κF (A) = ∥A∥F ∥A−1∥F

in the Frobenius norm satisfies κ2(A) ≤ κF (A) ≤ nκ2(A) and n ≤ κF (A), in contrast with 1 ≤ κ2(A).
We have obtained a simple explicit expression in terms of the coefficients of p(z) for the condition

number of any Fiedler matrix in the Frobenius norm. This allows us to get a simple criterion for
ordering all Fiedler matrices of p(z) according to increasing condition numbers. This ordering establishes
in particular that: (i) if |p(0)| = 1, then all Fiedler matrices have the same condition number; (ii) if
|p(0)| < 1, then the Frobenius companion matrices have the largest condition number among all Fiedler
matrices of p(z); and (iii) if |p(0)| > 1, then the Frobenius companion matrices have the smallest condition
number. The important fact in applications is to know whether one matrix has a condition number much
smaller than another or not. With this goal in mind, we provide simple lower and upper bounds for the
ratio of the condition numbers of every pair of Fiedler matrices and we prove that there exist families
of polynomials p(z) for which these ratios can be arbitrarily large or small. However, we also prove that
this only happens when both Fiedler matrices are very ill-conditioned. Loosely speaking, this means that
there is no any polynomial p(z) for which one Fiedler matrix has a small condition number (close to n)
while others have very large condition numbers. We finally study some properties of the singular values
of Fiedler matrices. More precisely, we determine how many of their singular values are equal to one
and, for those that are not, we show that they can be obtained from the square roots of the eigenvalues
of certain matrices that may have a size much smaller than n and that are easily constructible from the
coefficients of p(z).
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The paper is organized as follows. In Section 2, we recall the definition of Fiedler matrices and
establish the notation and their most basic properties. Section 3 shows how to construct the inverse of a
Fiedler matrix and studies some of its properties. Section 4 contains all the results concerning condition
numbers of Fiedler matrices in the Frobenius norm. In Section 5, we introduce the concept of staircase
matrices and determine their rank. These results are then used in Section 6 to prove some properties of
the singular values of Fiedler matrices. Finally, Section 7 gives some conclusions and describes possible
future work on Fiedler companion matrices.

2. Definition and basic properties of Fiedler Matrices

Let p(z) = zn +
∑n−1

k=0 akz
k be a polynomial with ai ∈ C, for i = 0, 1, . . . , n− 1. From p(z), we define

the n× n matrices

M0 :=

[
In−1 0
0 −a0

]
and Mk :=


In−k−1

−ak 1
1 0

Ik−1

 , k = 1, . . . , n− 1, (2)

which are the basic factors used to build all the Fiedler matrices. Here and in the rest of the paper Ij
denotes the j × j identity matrix. In [6] Fiedler matrices are constructed as

Mi1Mi2 · · ·Min ,

where (i1, i2, . . . , in) is any possible permutation of the n-tuple (0, 1, . . . , n−1). In order to better express
certain key properties of this permutation and the resulting Fiedler matrix, in [3] the authors index the
product of the Mi-factors in a slightly different way, as it is described in the following definition.

Definition 2.1. Let p(z) = zn+
∑n−1

k=0 akz
k with n ≥ 2 and let Mi, for i = 0, 1, . . . , n−1, be the matrices

defined in (2). Given any bijection σ : {0, 1, . . . , n−1} → {1, . . . , n}, the Fiedler matrix of p(z) associated
with σ is the n× n matrix

Mσ := Mσ−1(1) · · ·Mσ−1(n). (3)

Note that σ(i) describes the position of the factor Mi in the product Mσ−1(1) · · ·Mσ−1(n), i.e., σ(i) = j
means that Mi is the jth factor in the product.

When necessary, we will explicitly indicate the dependence of the matrices (2) and (3) on a certain
polynomial p(z) by writing Mi(p) and Mσ(p). This family of matrices {Mk}n−1

k=0 satisfies the following
commutativity relations

MiMj = MjMi for |i− j| ̸= 1. (4)

It is proved in [6] that all Fiedler matrices of p(z) are similar, and so have p(z) as characteristic
polynomial. The set of Fiedler matrices includes the first and second Frobenius companion forms of p(z),
that is, the matrix C1 defined in (1) and C2 := CT

1 . More precisely,

C1 = Mn−1Mn−2 · · ·M1M0 and C2 = M0M1 · · ·Mn−2Mn−1 . (5)

Observe that the matrices Mi are symmetric, therefore the transpose of any Fiedler matrix is another
Fiedler matrix which corresponds to reverse the order of the Mi factors in (3).

The set of Fiedler matrices also includes four pentadiagonal matrices which have a much smaller
bandwidth than C1 and C2 for large n. This property is of interest in fast numerical methods for
computing roots of polynomials. These pentadiagonal matrices are constructed in Example 2.2.

Example 2.2. Let A = M1M3 · · · be the product of all factors Mi with odd index, and let B = M2M4 · · ·
be the product of all factors Mi with even index, excluding M0. Clearly A and B are tridiagonal matrices,
and M0 is diagonal, so the product of A, B, and M0 in any order yields a pentadiagonal matrix. There
are four Fiedler pentadiagonal matrices, because M0 commutes with B. These are

P1 = M0BA, P2 = BAM0, P3 = AM0B, P4 = M0AB.
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Notice that, due to the commutativity relations (4) and the fact that the matrices Mi are symmetric we
have P3 = PT

1 and P4 = PT
2 . Therefore there are essentially only two different pentadiagonal Fiedler

matrices. For a polynomial p(z) = z8 +
∑7

k=0 akz
k with degree 8, they are explicitly:

P1 =



−a7 1 0 0 0 0 0 0
−a6 0 −a5 1 0 0 0 0
1 0 0 0 0 0 0 0
0 0 −a4 0 −a3 1 0 0
0 0 1 0 0 0 0 0
0 0 0 0 −a2 0 −a1 1
0 0 0 0 1 0 0 0
0 0 0 0 0 0 −a0 0


, P2 =



−a7 1 0 0 0 0 0 0
−a6 0 −a5 1 0 0 0 0
1 0 0 0 0 0 0 0
0 0 −a4 0 −a3 1 0 0
0 0 1 0 0 0 0 0
0 0 0 0 −a2 0 −a1 −a0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0


.

The relations (4) imply that some Fiedler matrices associated with different bijections σ are equal.
For example, for n = 3, the Fiedler matrices M0M2M1 and M2M0M1 are equal. These relations suggest
that the relative positions of the matrices Mi and Mi+1 in the product Mσ are of fundamental interest
in studying Fiedler matrices. This motivates Definition 2.3, partially introduced in [3].

Definition 2.3. Let σ : {0, 1, . . . , n− 1} → {1, . . . , n} be a bijection.

(a) For i = 0, . . . , n − 2, we say that σ has a consecution at i if σ(i) < σ(i + 1) and that σ has an
inversion at i if σ(i) > σ(i+ 1).

(b) The consecution-inversion structure sequence of σ, denoted by CISS(σ), is the tuple (c0, i0, c1, i1, . . . ,
cℓ, iℓ), where σ has c0 consecutive consecutions at 0, 1, . . . , c0 − 1; i0 consecutive inversions at
c0, c0 + 1, . . . , c0 + i0 − 1 and so on, up to iℓ inversions at n− 1− iℓ, . . . , n− 2.

(c) The reduced consecution-inversion structure sequence of σ, denoted by RCISS(σ), is the sequence
obtained from CISS(σ) after removing the zero entries.

(d) The number of initial consecutions or inversions of σ, denoted by tσ, is

tσ =

{
c0 if c0 ̸= 0,
i0 if c0 = 0.

Remark 2.4. The following simple observations on Definition 2.3 will be used freely.

1. σ has a consecution at i if and only if Mi is to the left of Mi+1 in the Fiedler matrix Mσ, while σ
has an inversion at i if and only if Mi is to the right of Mi+1 in Mσ.

2. Note that c0 and iℓ in CISS(σ) may be zero (in the first case, σ has an inversion at 0 and in the
second one it has a consecution at n − 2) but i0, c1, i1, . . . , iℓ−1, cℓ are all strictly positive. These
conditions uniquely determine CISS(σ) and, in particular, the parameter ℓ.

3. According to the previous comment, RCISS(σ) = CISS(σ) if and only if c0 ̸= 0 and iℓ ̸= 0.

4. 1 ≤ tσ ≤ n− 1.

Example 2.5. For the pentadiagonal matrix P1 in Example 2.2 with degree n = 8, we have CISS(σ1) =
(1, 1, 1, 1, 1, 1, 1, 0), RCISS(σ1) = (1, 1, 1, 1, 1, 1, 1), and tσ1 = 1.

For the pentadiagonal matrix P2 with degree n = 8, we have CISS(σ2) = (0, 2, 1, 1, 1, 1, 1, 0), RCISS(σ2) =
(2, 1, 1, 1, 1, 1), and tσ2 = 2.

For the first Frobenius companion matrix C1 for arbitrary degree n in (5), we have CISS(µ1) =
(0, n− 1), RCISS(µ1) = (n− 1), and tµ1 = n− 1.

For the second Frobenius companion matrix C2 for arbitrary degree n in (5), we have CISS(µ2) =
(n− 1, 0), RCISS(µ2) = (n− 1), and tµ2 = n− 1.
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2.1. A multiplication free algorithm to construct Fiedler matrices

To construct a Fiedler matrix Mσ, the obvious way is to perform the multiplication of all the Mi

factors directly, but in [5, Algorithm 1], the authors give an algorithm which constructs Fiedler matrices
without performing any arithmetic operation. Algorithm 1 in [5] considers the general case of Fiedler
linearization of nonmonic matrix polynomials. In Theorem 2.6 we recall this algorithm only for monic
scalar polynomials. Here, and in the rest of the paper, we use MATLAB notation for submatrices, that
is, A(i : j, :) indicates the submatrix of A consisting of rows i through j and A(:, k : l) indicates the
submatrix of A consisting of columns k through l.

Theorem 2.6. Let p(z) = zn+
∑n−1

k=0 akz
k with n ≥ 2, let σ : {0, 1, . . . , n−1} → {1, . . . , n} be a bijection,

and let Mσ be the Fiedler matrix of p(z) associated with σ. Then Algorithm 1 constructs Mσ.

Algorithm 1. Given p(z) = zn +
∑n−1

k=0 akz
k and a bijection σ, the following algorithm

constructs Mσ.

if σ has a consecution at 0 then

W0 =

[
−a1 1
−a0 0

]
else

W0 =

[
−a1 −a0
1 0

]
endif
for i = 1 : n− 2

if σ has a consecution at i then

Wi =

[
−ai+1 1 0

Wi−1(:, 1) 0 Wi−1(:, 2 : i+ 1)

]
else

Wi =

−ai+1 Wi−1(1, :)
1 0
0 Wi−1(2 : i+ 1, :)


endif

endfor
Mσ = Wn−2

The interest of this algorithm, apart from constructing Fiedler matrices without performing any
arithmetic operation, is that it allows to prove easily some elementary properties of Fiedler matrices. For
instance, since Algorithm 1 performs n − 1 “if” decisions, we get that there are at most 2n−1 different
Fiedler matrices associated with any p(z) of degree n ≥ 2. In fact, with a little bit of extra effort,
the reader may prove by induction on Wi that if a0 ̸= −1, then all these 2n−1 Fiedler matrices are
really different, i.e., different for any set of specific values of the coefficients a0, a1, . . . , an−1. However,
if a0 = −1, then Algorithm 1 produces the same W0 for σ having either a consecution or an inversion
at 0, and there are only 2n−2 different Fiedler matrices. We summarize these results without proof in
Corollary 2.7.

Corollary 2.7. Let p(z) = zn +
∑n−1

k=0 akz
k with n ≥ 2.

(a) If a0 ̸= −1, then there are 2n−1 different Fiedler matrices associated with p(z).

(b) If a0 = −1, then there are 2n−2 different Fiedler matrices associated with p(z).

From Algorithm 1, it is also very easy to prove Theorem 2.8 via an straightforward induction on
the matrices Wi. We omit the proof, since Theorem 2.8 is a particular case of the much more general
result [5, Theorem 3.10], which proves several structural properties of Fiedler linearizations of rectangular
matrix polynomials.

Theorem 2.8. Let p(z) = zn+
∑n−1

k=0 akz
k with n ≥ 2, let σ : {0, 1, . . . , n−1} → {1, . . . , n} be a bijection,

and let Mσ be the Fiedler matrix of p(z) associated with σ. Then:
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(a) Mσ has n entries equal to −a0,−a1, . . . ,−an−1, with exactly one copy of each.

(b) Mσ has n− 1 entries equal to 1.

(c) The rest of the entries of Mσ are equal to 0.

(d) If an entry equal to 1 of those in part (b) is at position (i, j), then either the rest of the entries in
the ith row of Mσ are equal to 0 or the rest of the entries in the jth column of Mσ are equal to 0.

In plain words, Theorem 2.8 establishes the fact that any Fiedler matrix has the same entries as the
first and second Frobenius companion forms, although placed on different positions. So all the Fiedler
matrices associated with a given polynomial have the same Frobenius norm.

Corollary 2.9. Let p(z) = zn +
∑n−1

k=0 akz
k with n ≥ 2, let σ : {0, 1, . . . , n − 1} → {1, . . . , n} be a

bijection, and let Mσ be the Fiedler matrix of p(z) associated with σ. Then:

||Mσ||F =
√
(n− 1) + |a0|2 + |a1|2 + · · ·+ |an−1|2, (6)

which is independent on σ and depends only on p(z).

3. The inverse of a Fiedler Matrix

For k = 1, . . . , n− 1, the matrices Mk defined in (2) are nonsingular for any value of the coefficients
ak, while the matrix M0 is nonsingular if and only if a0 ̸= 0. In this case, the inverses of these matrices
are

M−1
0 =

[
In−1 0
0 −1/a0

]
, M−1

k =


In−k−1

0 1
1 ak

Ik−1

 , k = 1, 2, . . . , n− 1. (7)

For any bijection σ, the Fiedler matrix Mσ in (3) is nonsingular if and only if a0 ̸= 0, that is, if z = 0 is
not a root of p(z), and equation (7) allows us to obtain a factorized expression of M−1

σ given by

M−1
σ = (Mσ−1(1) · · ·Mσ−1(n))

−1 = M−1
σ−1(n) . . .M

−1
σ−1(1) .

However, as we did in Algorithm 1 for Mσ, it is possible to construct the inverse of any Fiedler matrix
via the simple Algorithm 2. This algorithm allows us to prove easily some key properties of M−1

σ in
Theorem 3.2. Note that Algorithm 2 is not operation free, although the only arithmetic operations
involved are multiplications of certain coefficients of p(z) by 1/a0 (see Theorem 3.2).

Theorem 3.1. Let p(z) = zn +
∑n−1

k=0 akz
k with n ≥ 2 and a0 ̸= 0, let σ : {0, 1, . . . , n− 1} → {1, . . . , n}

be a bijection, and let Mσ be the Fiedler matrix of p(z) associated with σ. Then Algorithm 2 constructs
M−1

σ .

Algorithm 2. Given p(z) = zn +
∑n−1

k=0 akz
k, with a0 ̸= 0, and a bijection σ, the following

algorithm constructs M−1
σ .

if σ has a consecution at 0 then

B0 =

[
0 −1/a0
1 −a1/a0

]
else

B0 =

[
0 1

−1/a0 −a1/a0

]
endif
for i = 1 : n− 2

if σ has a consecution at i then

Bi =

0 Bi−1(1, :)
1 ai+1Bi−1(1, :)
0 Bi−1(2 : i+ 1, :)


6



else

Bi =

[
0 1 0

Bi−1(:, 1) ai+1Bi−1(:, 1) Bi−1(:, 2 : i+ 1)

]
endif

endfor
M−1

σ = Bn−2

Proof. Let {W0,W1, . . . ,Wn−2} be the sequence of matrices constructed by Algorithm 1 and {B0, B1,
. . . , Bn−2} be the sequence of matrices constructed by Algorithm 2. The proof consists of proving by
induction that WiBi = Ii+2, i.e., that Bi = W−1

i , which implies the theorem just by taking i = n− 2.
If σ has a consecution at 0, then a direct multiplication of 2 × 2 matrices leads to W0B0 = I2. The

same happens if σ has an inversion at 0. Let us assume that Wi−1Bi−1 = Ii+1 for some i− 1 ≥ 0 and let
us prove WiBi = Ii+2. If σ has a consecution at i, then, from Algorithms 1 and 2, we get

WiBi =

[
1 −ai+1Bi−1(1, :) + ai+1Bi−1(1, :)
0 Wi−1(:, 1)Bi−1(1, :) +Wi−1(:, 2 : i+ 1)Bi−1(2 : i+ 1, :)

]
=

[
1 0
0 Wi−1Bi−1

]
=

[
1 0
0 Ii+1

]
.

If σ has an inversion at i, then the proof is similar and is omitted.

Algorithm 2 allows us to easily get information on the entries of M−1
σ in Theorem 3.2.

Theorem 3.2. Let p(z) = zn +
∑n−1

k=0 akz
k with n ≥ 2 and a0 ̸= 0, let σ : {0, 1, . . . , n− 1} → {1, . . . , n}

be a bijection, let Mσ be the Fiedler matrix of p(z) associated with σ, and let tσ be the number of initial
consecutions or inversions of σ. Then:

(a) M−1
σ has tσ + 1 entries equal to − 1

a0
,−a1

a0
, . . . ,−atσ

a0
, with exactly one copy of each.

(b) M−1
σ has n− 1− tσ entries equal to atσ+1, atσ+2, . . . , an−1, with exactly one copy of each.

(c) M−1
σ has n− 1 entries equal to 1.

(d) The rest of the entries of M−1
σ are equal to 0.

Proof. Recall that, according to Definition 2.3, tσ = c0 if c0 ̸= 0, and tσ = i0 if c0 = 0. The case c0 = 0
follows from the case c0 ̸= 0 by applying the result to the Fiedler matrix MT

σ , which corresponds to a
bijection with i0 initial consecutions.

Therefore, we prove only the result for tσ = c0 ̸= 0. In this case, the bijection σ has consecutions at
0, 1, 2, . . . , c0 − 1 and an inversion at c0. Therefore, a direct application of Algorithm 2 leads to

Bc0−1 =



0 0 . . . 0 −1/a0

1 0
. . . 0 −ac0/a0

1
. . .

...
. . .

. . .
...

1 0 −a2/a0
1 −a1/a0


, Bc0 =



0 1 0 . . . 0 0
0 0 0 . . . 0 −1/a0

1 ac0+1 0
. . . 0 −ac0/a0

0 0 1
. . .

...
...

...
. . .

. . .
...

...
... 1 0 −a2/a0

0 0 1 −a1/a0


. (8)

Observe that the nonzero entries of Bc0 are: c0 + 1 entries equal to 1, − 1
a0
,−a1

a0
, . . . ,−ac0

a0
, and ac0+1.

In addition, both the first row and the first column of Bc0 satisfy that they have only one nonzero entry
and that this entry is equal to 1.

From Algorithm 2, one obtains by inspection the following property: if the first row and the first
column of Bi−1 satisfy that they have only one nonzero entry and that this entry is equal to 1, then (a)
the nonzero entries of Bi are those of Bi−1 together with an additional 1 and ai+1, and (b) the first row
and the first column of Bi have also only one nonzero entry and this entry is equal to 1.

This property and (8) imply that the nonzero entries of M−1
σ = Bn−2 are those of Bc0 together with

n− 2− c0 entries equal to 1 and ac0+2, ac0+3, . . . , an−1. This completes the proof.
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Theorem 3.2 allows us to give an explicit expression for the Frobenius norm of the inverse of any
Fiedler matrix.

Corollary 3.3. Let p(z) = zn +
∑n−1

k=0 akz
k with n ≥ 2 and a0 ̸= 0, let σ : {0, 1, . . . , n− 1} → {1, . . . , n}

be a bijection, let Mσ be the Fiedler matrix of p(z) associated with σ, and let tσ be the number of initial
consecutions or inversions of σ. Then:

||M−1
σ ||2F = (n− 1) +

1 + |a1|2 + · · ·+ |atσ |2

|a0|2
+ |atσ+1|2 + · · ·+ |an−1|2.

In contrast with ||Mσ||F , the quantity ||M−1
σ ||F depends on σ, although only through the number of

its initial consecutions or inversions tσ. This implies that very different Fiedler matrices can have inverses
with the same Frobenius norm and, therefore, can have the same condition numbers in the Frobenius
norm.

4. Condition numbers for inversion in the Frobenius norm

In this section, we start by presenting in Theorem 4.1 an explicit expression for the condition number
of any Fiedler matrix in the Frobenius norm, as an immediate consequence of Corollaries 2.9 and 3.3.
This expression will allow us to easily establish several relevant properties of these condition numbers.

Theorem 4.1. Let p(z) = zn +
∑n−1

k=0 akz
k with n ≥ 2 and a0 ̸= 0, let σ : {0, 1, . . . , n− 1} → {1, . . . , n}

be a bijection, let Mσ be the Fiedler matrix of p(z) associated with σ, and let tσ be the number of initial
consecutions or inversions of σ. Define

N(p)2 := (n− 1) + |a0|2 + |a1|2 + · · ·+ |an−1|2.

Then,

κ2
F (Mσ) = N(p)2

(
(n− 1) +

1 + |a1|2 + · · ·+ |atσ |2

|a0|2
+ |atσ+1|2 + · · ·+ |an−1|2

)
. (9)

Corollary 4.2 gives crude lower and upper bounds on κF (Mσ) that are independent on σ and show
that, for any σ, κF (Mσ) is large if and only if |a0| is small or |ai| is large for some i = 0, 1, . . . , n− 1 (or
both).

Corollary 4.2. Let p(z) = zn +
∑n−1

k=0 akz
k with n ≥ 2 and a0 ̸= 0, let σ : {0, 1, . . . , n− 1} → {1, . . . , n}

be a bijection, and let Mσ be the Fiedler matrix of p(z) associated with σ.

(a) If |a0| ≤ 1, then√
n− 1 + |a1|2 + · · ·+ |an−1|2

|a0|
≤ κF (Mσ) ≤

n+ |a1|2 + · · ·+ |an−1|2

|a0|
.

(b) If |a0| > 1, then√
(n− 1) + |a0|2 + |a1|2 + · · ·+ |an−1|2 ≤ κF (Mσ) ≤ (n− 1) + |a0|2 + |a1|2 + · · ·+ |an−1|2 .

The proof of Corollary 4.2 is omitted since it follows trivially from Theorem 4.1. We would like to
remark that it is natural that κF (Mσ) is large if |a0| is small, because Mσ is singular when a0 = 0.
However, it might not be so clear why κF (Mσ) is large, i.e., Mσ is close in relative distance to a singular
matrix, if |ai| is large for some i = 0, 1, . . . , n−1. The reason resides in Theorem 2.8-(d), because if some
|ai| ≫ 1, then a tiny relative normwise perturbation can turn one of the entries equal to 1 in Mσ into
0 and can make the matrix singular. This property shows that “representing” a polynomial p(z) via a
Fiedler companion matrix is not convenient if some |ai| ≫ 1 because the “structural” entries equal to
one are fragile under non-structured tiny perturbations.

Another direct consequence of Theorem 4.1 is Corollary 4.3, which gives a necessary and sufficient
condition for two Fiedler matrices to have the same condition numbers for any monic polynomial p(z).
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Corollary 4.3. Let Pn = {zn +
∑n−1

k=0 akz
k : a0 ̸= 0} be the set of monic polynomials of degree n ≥ 2

without roots equal to 0. Let σ1, σ2 : {0, 1, . . . , n− 1} → {1, . . . , n} be two bijections and let tσ1 and tσ2

be, respectively, the numbers of initial consecutions or inversions of σ1 and σ2. Let Mσ1(p) and Mσ2(p)
be, respectively, the Fiedler matrices of p ∈ Pn associated with σ1 and σ2. Then, tσ1 = tσ2 if and only if
κF (Mσ1(p)) = κF (Mσ2(p)) for all p ∈ Pn.

Proof. It is obvious that tσ1 = tσ2 implies κF (Mσ1(p)) = κF (Mσ2(p)) for all p ∈ Pn by (9). To prove the
converse, assume that κF (Mσ1(p)) = κF (Mσ2(p)) for all p ∈ Pn and proceed by contradiction, i.e., assume
tσ1 ̸= tσ2 . More precisely assume without loss of generality that tσ1 < tσ2 . Take p(z) such that a0 = 2,
atσ2

= 1, and ai = 0 for i ̸= 0, tσ2 . Then κF (Mσ1(p)) = κF (Mσ2(p)) and (9) imply 1/4 + 1 = (1 + 1)/4,
which is a contradiction.

Example 4.4. In this example all considered Fiedler matrices correspond to the same polynomial p(z).
According to Example 2.5, the condition numbers in Frobenius norm of the classical Frobenius companion
matrices C1 and C2 in (5) are equal. This is obvious because C2 = CT

1 . It is however somewhat surprising
that the condition numbers of the two pentadiagonal matrices P1 and P2 introduced in Example 2.2 are,
in general, different. This follows from Corollary 4.3 and the fact tσ1 = 1 for P1 and tσ2 = 2 for P2

(see Example 2.5). In fact, we will see in Theorem 4.10 that these condition numbers can be arbitrarily
different for properly chosen polynomials.

4.1. Ordering Fiedler matrices according to condition numbers in the Frobenius norm

Given a polynomial p(z) = zn +
∑n−1

k=0 akz
k, with n ≥ 2 and a0 ̸= 0, and a number t such that

1 ≤ t ≤ n− 1, Corollary 4.3 establishes that all Fiedler matrices of p(z) in the set

St(p) := {Mσ(p) : tσ = t}

have the same condition number κF (Mσ(p)). In the generic case a0 ̸= −1 (recall Corollary 2.7) the
cardinality of St(p) is given by

|St(p)| =
{

2n−1−t, if t < n− 1,
2, if t = n− 1.

(10)

This can be seen as follows. If tσ = n − 1, then σ has n − 1 consecutions and no inversions, or vice
versa. This corresponds to the two classical Frobenius companion matrices. If tσ = t < n− 1, then σ has
consecutions at 0, 1, . . . , t − 1 and an inversion at t, or vice versa. For each of these two cases, we can
select freely the consecutions/inversions at t + 1, . . . , n − 2. This can be done in 2n−2−t different ways,
that according to Algorithm 1 give each of them a different Fiedler matrix. The value of t in St(p) and
expression (9) allow us to order all Fiedler matrices of p(z) by increasing/decreasing condition numbers
in Corollary 4.5. Observe that there are only three possible different orders of this type, since the order
via increasing/decreasing condition numbers is the same for all polynomials with |p(0)| < 1, it is also the
same for all polynomials with |p(0)| > 1, and also the same for all polynomials with |p(0)| = 1.

Corollary 4.5. Let p(z) = zn +
∑n−1

k=0 akz
k with n ≥ 2 and a0 ̸= 0, and let t be a number such that

1 ≤ t ≤ n − 1. Let St(p) = {Mσ(p) : tσ = t} be the set of Fiedler matrices of p(z) associated with
bijections σ whose number of initial consecutions or inversions is equal to t. Define

κ(t) := κF (Mσ(p)), for Mσ(p) ∈ St(p), (11)

which does not depend on the specific bijection σ as long as tσ = t. Then the following results hold.

(a) If |a0| < 1, then κ(1) ≤ κ(2) ≤ · · · ≤ κ(n− 1).

(b) If |a0| = 1, then κ(1) = κ(2) = · · · = κ(n− 1).

(c) If |a0| > 1, then κ(1) ≥ κ(2) ≥ · · · ≥ κ(n− 1).

Proof. The result follows from (9), since this expression makes obvious that if |a0| < 1, then κF (Mσ(p))
increases as the number tσ of coefficients |ai|2 divided by |a0|2 increases. The other cases are proved in
a similar way.
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Remark 4.6. From Corollary 4.5 we see that if |a0| < 1, then the two Frobenius companion matrices
have the largest condition number among all Fiedler matrices of p(z), since the set Sn−1(p) = {Mσ(p) :
tσ = n− 1} contains only the two Frobenius companion matrices. On the contrary, the Fiedler matrices
in S1(p) = {Mσ(p) : tσ = 1} have the smallest condition number among all Fiedler matrices of p(z)
if |a0| < 1. If n is large, then there are many Fiedler matrices with smallest condition number, since
according to (10), S1(p) has 2n−2 elements. In particular, S1(p) contains the pentadiagonal Fiedler
matrices P1 and P3 = PT

1 (see Examples 2.2 and 2.5), but not the pentadiagonal matrices P2 and
P4 = PT

2 , which have a larger condition number if |a0| < 1.
If |a0| > 1, then similar remarks hold but with reverse order for the magnitudes of the condition

numbers. In this case, the Frobenius companion matrices have the smallest condition number among all
Fiedler matrices of p(z).

The clear and simple ordering of Fiedler matrices according to condition numbers in the Frobenius
norm presented in Corollary 4.5 does not hold for condition numbers in other matrix norms often used
in the literature as, for instance, the ∥ · ∥1, ∥ · ∥2, and ∥ · ∥∞ [7]. This is one of the reasons why we
have chosen to use the Frobenius norm in this paper. Of course, the equivalence of all these norms via
constants smaller than or equal to n implies that the order in Corollary 4.5 between κ(t) and κ(t+1) can
be broken in other norms only if κ(t) and κ(t + 1) are not very different. We illustrate these points in
Example 4.7, which also shows that an ordering based on the number of initial consecutions or inversions
of σ is not possible for these other norms.

Example 4.7. In Figure 1 we consider the polynomials p1(z) = z5+0.01z4+0.01z3+0.01z2+0.01z+0.01
and p2(z) = z5 + 10z4 + z3 + z2 + 10z + 0.01, both of degree 5. We have constructed in MATLAB the
8 Fiedler matrices for each of these polynomials associated with bijections that have an inversion at 0.
The matrices associated with bijections that have a consecution at 0 are the transposes of the previous
ones and have not been considered for simplicity. Each of these Fiedler matrices has been labeled with an
index from 1 to 8, according to the following table.

index CISS(σ) tσ index CISS(σ) tσ
1 (0, 4) 4 5 (0, 1, 1, 2) 1
2 (0, 3, 1, 0) 3 6 (0, 1, 1, 1, 1, 0) 1
3 (0, 2, 1, 1) 2 7 (0, 1, 2, 1) 1
4 (0, 2, 2, 0) 2 8 (0, 1, 3, 0) 1

These indices are represented in the horizontal axes of the plots in Figure 1. For these 8 Fiedler matri-
ces of each polynomial p1(z) and p2(z), we have computed their condition numbers in the 2-norm (that
is, the ratio between the largest and smallest singular values) and we have ordered the matrices by de-
creasing magnitudes of these condition numbers, i.e., the matrix with the largest condition number is in
the first position. The positions of the Fiedler matrices with respect this ordering are represented in the
vertical axes of the plots in Figure 1 by using the symbol “•”. In addition, the positions of the same
Fiedler matrices with respect the ordering corresponding to decreasing Frobenius condition numbers are
represented in the vertical axes by using the symbol “+”. We observe that the ordering with respect the
2-norm condition number differs completely from p1(z) to p2(z), and in both cases is very different from
the one corresponding to Frobenius condition numbers. Other interesting point to be remarked is that,
both for p1(z) and p2(z), the condition numbers in the 2-norm of the 8 considered Fiedler matrices are
all different each other, and so the same value of tσ does not imply the same condition number in the
2-norm, in contrast with the behaviour in the Frobenius norm. This is not seen in Figure 1, but it may
be easily checked by the reader with MATLAB. Finally, we mention that the condition numbers in the
Frobenius norm for the Fiedler matrices of p1(z) range from 200.063 to 200.093, while the corresponding
to p2(z) range from 1.443 · 104 to 2.045 · 104.

In Figure 2, we repeat the same experiment for the 1-norm instead of the 2-norm and for the polyno-
mials p3(z) = z5+10z4+100z3+10z2+100z+0.01 and p4(z) = z5+100z4+10z3+100z2+10z+0.01. The
results obtained are similar to those in the 2-norm. In this case, the condition numbers in the Frobenius
norm for the Fiedler matrices of p3(z) range from 1.421 · 106 to 2.020 · 106, while the corresponding to
p4(z) range from 2.020 · 106 to 0.144 · 106.
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We do not show experiments in the ∞-norm, because the ∞-norm condition number of a matrix is
the 1-norm condition number of its transpose, and the transpose of any Fiedler matrix is another Fiedler
matrix with the same number of initial consecutions or inversions.
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(b) p2(z) = z5 + 10z4 + z3 + z2 + 10z + 0.01

Figure 1: Ordering Fiedler matrices of a fixed polynomial according to decreasing condition numbers in the 2-norm (•) and
in the Frobenius norm (+).
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(a) p3(z) = z5 + 10z4 + 100z3 + 10z2 + 100z + 0.01
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(b) p4(z) = z5 + 100z4 + 10z3 + 100z2 + 10z + 0.01

Figure 2: Ordering Fiedler matrices of a fixed polynomial according to decreasing condition numbers in the 1-norm (•) and
in the Frobenius norm (+).

4.2. The ratio of the condition numbers of two Fiedler matrices

The important fact in applications is not whether one matrix is better conditioned than another or
not. The really important fact is to know whether the condition number of one matrix is much smaller
than the condition number of another or not. Therefore, we study in this section the ratio between the
condition numbers in the Frobenius norm of any pair of Fiedler matrices of a fixed polynomial p(z) that
have different numbers of initial consecutions or inversions.

Lemma 4.8 states a simple technical result that will be used in the rest of this section.
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Lemma 4.8. Let p(z) = zn +
∑n−1

k=0 akz
k with n ≥ 2 and a0 ̸= 0, let σ, µ : {0, 1, . . . , n− 1} → {1, . . . , n}

be two bijections, let Mσ and Mµ be the Fiedler matrices of p(z) associated with σ and µ, and let tσ and
tµ be the numbers of initial consecutions or inversions of σ and µ. Assume that tσ < tµ and define

gσ,µ := (n− 1) +
1 + |a1|2 + · · ·+ |atσ |2

|a0|2
+ |atµ+1|2 + · · ·+ |an−1|2, (12)

where if tµ = n− 1, then |atµ+1|2 + · · ·+ |an−1|2 is not present. Then

(
κF (Mµ)

κF (Mσ)

)2

=

gσ,µ +
|atσ+1|2 + · · ·+ |atµ |2

|a0|2

gσ,µ + |atσ+1|2 + · · ·+ |atµ |2
and

(
κF (Mσ)

κF (Mµ)

)2

=
gσ,µ + |atσ+1|2 + · · ·+ |atµ |2

gσ,µ +
|atσ+1|2 + · · ·+ |atµ |2

|a0|2

.

Proof. It is another corollary of (9). Simply note that κ2
F (Mµ) = N(p)2

(
gσ,µ +

|atσ+1|2+···+|atµ |2

|a0|2

)
and

κ2
F (Mσ) = N(p)2

(
gσ,µ + |atσ+1|2 + · · ·+ |atµ |2

)
.

The ratios of condition numbers in Lemma 4.8 are complicated functions of the coefficients of the
polynomial p(z). Theorem 4.9 provides simple upper bounds for these ratios, which show that distinct
Fiedler matrices of the same polynomial p(z) may have very different condition numbers only if some of
the coefficients a2, a3, . . . , an−1 of the polynomial is very large, and a0 is very small or very large.

Theorem 4.9. Let p(z) = zn+
∑n−1

k=0 akz
k with n ≥ 2 and a0 ̸= 0, let σ, µ : {0, 1, . . . , n−1} → {1, . . . , n}

be two bijections, let Mσ and Mµ be the Fiedler matrices of p(z) associated with σ and µ, and let tσ and
tµ be the numbers of initial consecutions or inversions of σ and µ. Assume that tσ < tµ and define

Sσ,µ :=

tµ∑
i=tσ+1

|ai|2 and A = max
2≤i≤n−1

|ai|. (13)

Then, the following statements hold.

(a) If |a0| < 1, then

1 ≤ κF (Mµ)

κF (Mσ)
≤ min

{√
1 + Sσ,µ ,

1

|a0|

}
≤ min

{√
1 + (n− 2)A2 ,

1

|a0|

}
. (14)

(b) If |a0| > 1, then

1 ≤ κF (Mσ)

κF (Mµ)
≤ min

{√
1 +

Sσ,µ

n− 1
, |a0|

}
≤ min

{√
1 +

n− 2

n− 1
A2 , |a0|

}
. (15)

Observe that the rightmost upper bounds in parts (a) and (b) are both independent of σ and µ.

Proof. Part (a). From Corollary 4.5 and Lemma 4.8, we have

1 ≤
(
κF (Mµ)

κF (Mσ)

)2

≤
gσ,µ +

|atσ+1|2 + · · ·+ |atµ |2

|a0|2

gσ,µ
= 1 +

|atσ+1|2 + · · ·+ |atµ |2

gσ,µ |a0|2

≤ 1 + |atσ+1|2 + · · ·+ |atµ |2 = 1 + Sσ,µ ,

where in the last inequality we have used that 1 < gσ,µ |a0|2. To get the rightmost bound in Part (a),
recall that 1 ≤ tσ , tµ ≤ (n− 1). So Sσ,µ ≤ (n− 2)A2. Next, we bound the ratio of condition numbers by
1/|a0|. To this purpose define y := Sσ,µ/gσ,µ ≥ 0 and α := 1/|a0|2 > 1. Therefore Lemma 4.8 implies(

κF (Mµ)

κF (Mσ)

)2

=
1 + α y

1 + y
. (16)
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Observe that the function g(y) = (1 + α y)/(1 + y) satisfies: (i) g(0) = 1; (ii) limy→∞ g(y) = α; and (iii)
g′(y) = (α−1)/(1+y)2 > 0. Therefore, 1 ≤ g(y) < α, if y ≥ 0, and (16) implies that κF (Mµ)/κF (Mσ) <
1/|a0|.

Part (b). From Corollary 4.5 and Lemma 4.8, we have

1 ≤
(
κF (Mσ)

κF (Mµ)

)2

≤
gσ,µ + |atσ+1|2 + · · ·+ |atµ |2

gσ,µ
= 1 +

|atσ+1|2 + · · ·+ |atµ |2

gσ,µ
≤ 1 +

Sσ,µ

n− 1
,

where in the last inequality we have used that n− 1 < gσ,µ. To get the rightmost bound in Part (b), we
use again that Sσ,µ ≤ (n−2)A2. Next, we bound the ratio of condition numbers by |a0|. To this purpose
define y := Sσ,µ/gσ,µ ≥ 0 and α := 1/|a0|2 < 1. Therefore Lemma 4.8 implies(

κF (Mσ)

κF (Mµ)

)2

=
1 + y

1 + α y
. (17)

Observe that the function h(y) = (1 + y)/(1 + α y) satisfies: (i) h(0) = 1; (ii) limy→∞ h(y) = 1/α;
and (iii) h′(y) = (1 − α)/(1 + αy)2 > 0. Therefore, 1 ≤ h(y) < 1/α, if y ≥ 0, and (17) implies that
κF (Mσ)/κF (Mµ) < |a0|.

It is obvious that there exist polynomials p(z) for which the upper bound min
{√

1 + Sσ,µ , 1/|a0|
}

in (14) (resp. min
{√

1 + Sσ,µ/(n− 1) , |a0|
}
in (15)) can be as large as desired, but this does not mean

necessarily that the ratio κF (Mµ)/κF (Mσ) (resp. κF (Mσ)/κF (Mµ)) for these polynomials is large. In

fact, note that min
{√

1 + Sσ,µ , 1/|a0|
}
(resp. min

{√
1 + Sσ,µ/(n− 1) , |a0|

}
) does not depend of the

coefficients of the polynomial that define the magnitude gσ,µ in (12), with the exception of a0. Therefore,
according to Lemma 4.8, the upper bounds in (14) or (15) cannot determine the actual values of the ratios
κF (Mµ)/κF (Mσ) or κF (Mσ)/κF (Mµ). Theorem 4.10 shows that if we fix a priori an arbitrary value of
the upper bound in (14) or in (15), then there exist polynomials for which this upper bound is almost
attained and another polynomials for which the ratios of the condition numbers of Fiedler matrices are
arbitrarily close to 1. Note that, in particular, Theorem 4.10 shows that there are polynomials for which
the ratios of the Frobenius condition numbers of two distinct Fiedler matrices can be arbitrarily large or
arbitrarily small.

Theorem 4.10. Let σ, µ : {0, 1, . . . , n − 1} → {1, . . . , n} be two bijections and let tσ and tµ be the
numbers of initial consecutions or inversions of σ and µ. Assume that tσ < tµ. For any polynomial

p(z) = zn+
∑n−1

k=0 akz
k, with n ≥ 2, let gσ,µ(p) be the expression in (12), let Sσ,µ(p) be the first expression

in (13), and let Mσ(p) and Mµ(p) be the Fiedler matrices of p(z) associated with σ and µ. Let b > 1 be
a given real number and define the sets of polynomials

Lb :=

{
p(z) = zn +

n−1∑
k=0

akz
k : min

{√
1 + Sσ,µ(p) ,

1

|a0|

}
= b, 0 ̸= |a0| < 1

}
,

Mb :=

{
p(z) = zn +

n−1∑
k=0

akz
k : min

{√
1 +

Sσ,µ(p)

n− 1
, |a0|

}
= b, 1 < |a0|

}
.

Then the following statements hold.

(a) For all ϵ > 0, there exists p(z) ∈ Lb such that

1 ≤
(
κF (Mµ(p))

κF (Mσ(p))

)2

≤ 1 + ϵ.

In particular, this happens for any p(z) ∈ Lb whose coefficient a1 satisfies Sσ,µ(p)/ϵ ≤ |a1|2.
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(b) For all ϵ > 0, there exists p(z) ∈ Lb such that

b2

1 + ϵ
≤
(
κF (Mµ(p))

κF (Mσ(p))

)2

≤ b2.

In particular, this happens for any p(z) ∈ Lb such that Sσ,µ(p) satisfies max{1/|a0|2, gσ,µ(p)/ϵ} ≤
Sσ,µ(p). Note that in this case 1/|a0| = b.

(c) For all ϵ > 0, there exists p(z) ∈ Mb such that

1 ≤
(
κF (Mσ(p))

κF (Mµ(p))

)2

≤ 1 + ϵ.

In particular, this happens for any p(z) ∈ Mb whose coefficient a1 satisfies (|a0|2 Sσ,µ(p)/ϵ) ≤ |a1|2.

(d) For all ϵ > 0, there exists p(z) ∈ Mb such that

b2

1 + ϵ
≤
(
κF (Mσ(p))

κF (Mµ(p))

)2

≤ b2.

In particular, this happens for any p(z) ∈ Mb such that |a0| = b and Sσ,µ(p) satisfies (|a0|2 gσ,µ(p)/ϵ) ≤
Sσ,µ(p).

Proof. Part (a). Let p(z) ∈ Lb be such that its coefficient a1 satisfies Sσ,µ(p)/ϵ ≤ |a1|2. In the following
developments all magnitudes refer to p(z), but the dependence on p(z) is dropped for simplicity. From
Corollary 4.5 and Lemma 4.8, we get

1 ≤
(
κF (Mµ)

κF (Mσ)

)2

=

1 +
Sσ,µ

gσ,µ |a0|2

1 +
Sσ,µ
gσ,µ

≤ 1 +
Sσ,µ

gσ,µ |a0|2
≤ 1 +

Sσ,µ

|a1|2
≤ 1 + ϵ .

Part (b). Let p(z) ∈ Lb be such that Sσ,µ(p) satisfies max{1/|a0|2, gσ,µ(p)/ϵ} ≤ Sσ,µ(p). In the
following developments all magnitudes refer to p(z), but the dependence on p(z) is dropped for simplicity.
From Lemma 4.8 and Theorem 4.9, we get

b2 ≥
(
κF (Mµ)

κF (Mσ)

)2

=

1 +
Sσ,µ

gσ,µ |a0|2

1 +
Sσ,µ
gσ,µ

≥

Sσ,µ

gσ,µ |a0|2

1 +
Sσ,µ
gσ,µ

≥

Sσ,µ

gσ,µ |a0|2

ϵ
Sσ,µ
gσ,µ +

Sσ,µ
gσ,µ

=

1
|a0|2

1 + ϵ
=

b2

1 + ϵ
.

Part (c). Let p(z) ∈ Mb be such that its coefficient a1 satisfies (|a0|2 Sσ,µ(p)/ϵ) ≤ |a1|2. In the
following developments all magnitudes refer to p(z), but the dependence on p(z) is dropped for simplicity.
From Corollary 4.5 and Lemma 4.8, we get

1 ≤
(
κF (Mσ)

κF (Mµ)

)2

=
1 +

Sσ,µ
gσ,µ

1 +
Sσ,µ

gσ,µ |a0|2
≤ 1 +

Sσ,µ

gσ,µ
≤ 1 +

Sσ,µ

|a1|2
|a0|2

≤ 1 + ϵ .

Part (d). Let p(z) ∈ Mb be such that |a0| = b and Sσ,µ(p) satisfies (|a0|2 gσ,µ(p)/ϵ) ≤ Sσ,µ(p). In the
following developments all magnitudes refer to p(z), but the dependence on p(z) is dropped for simplicity.
From Lemma 4.8 and Theorem 4.9, we get

b2 ≥
(
κF (Mσ)

κF (Mµ)

)2

=
1 +

Sσ,µ
gσ,µ

1 +
Sσ,µ

gσ,µ |a0|2
≥

Sσ,µ
gσ,µ

ϵ
Sσ,µ

gσ,µ |a0|2
+

Sσ,µ

gσ,µ |a0|2
=

|a0|2

1 + ϵ
=

b2

1 + ϵ
.
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Remark 4.11. We have shown in Theorem 4.10 how to easily construct families of polynomials where
the upper bounds in Theorem 4.9 for the ratios of condition numbers of different Fiedler matrices of the
same polynomial are essentially attained, and other families where they are far from being attained. The
reader should keep in mind that there are other families of polynomials satisfying the same properties.

Corollary 4.5 and Theorem 4.10 suggest that for polynomials with |p(0)| < 1 one should avoid the
use of the classical Frobenius companion matrices and to use, instead, Fiedler matrices with a number of
initial consecutions or inversions equal to one, as for instance P1 in Example 2.2. This would lead to use
matrices with the smallest possible condition number that, in addition, for certain polynomials may be
arbitrarily smaller than the condition numbers of other Fiedler matrices. For polynomials with |p(0)| > 1
the situation is the opposite, and Frobenius companion matrices are the best choice from the point of
view of condition numbers for inversion. However, Theorem 4.12 tells us that, given a monic polynomial
p(z), if there are two distinct Fiedler matrices with very different condition numbers, then both matrices
are very ill-conditioned. Therefore, different Fiedler matrices may have very different condition numbers
but only in cases where these matrices are nearly singular. The reciprocal is not true, because there may
be two different Fiedler matrices nearly singular but having exactly the same condition number, as it is
shown by Corollaries 4.2 and 4.5-(b).

Theorem 4.12. Let p(z) = zn+
∑n−1

k=0 akz
k with n ≥ 2 and a0 ̸= 0, let σ, µ : {0, 1, . . . , n−1} → {1, . . . , n}

be two bijections, let Mσ and Mµ be the Fiedler matrices of p(z) associated with σ and µ, and let tσ and
tµ be the numbers of initial consecutions or inversions of σ and µ. Assume that tσ < tµ. Then the
following results hold.

(a) If |a0| < 1, then

1 ≤
(
κF (Mµ)

κF (Mσ)

)2

≤ κF (Mσ) ≤ κF (Mµ) .

(b) If |a0| > 1, then

1 ≤ κF (Mσ)

κF (Mµ)
≤ κF (Mµ) ≤ κF (Mσ) .

Proof. Part (a). From Theorem 4.9 and with the notation used there, we get

1 ≤
(
κF (Mµ)

κF (Mσ)

)2

=
κF (Mµ)

κF (Mσ)

κF (Mµ)

κF (Mσ)
≤
√
1 + Sσ,µ

1

|a0|
≤ ∥Mσ∥F ∥M−1

σ ∥F ,

where the last inequality follows from Corollaries 2.9 and 3.3.
Part (b). From Theorem 4.9 and with the notation used there, we get

1 ≤ κF (Mσ)

κF (Mµ)
≤ |a0| ≤ ∥Mσ∥F ∥M−1

σ ∥F ,

where the last inequality follows again from Corollaries 2.9 and 3.3.

Remark 4.13. The difference between the statements of parts (a) and (b) in Theorem 4.12 is striking,
but the next example shows that (κF (Mσ)/κF (Mµ))

2 cannot be used in part (b). Consider the monic
polynomial

p(z) = 104 + 2 z + 2 z2 + 2 · 105 z3 + 2 · 105 z4 + 2 z5 + 2 z6 + 3 z7 + z8

and the bijections σ and µ with consecution-inversion structure sequences CISS(σ) = (2, 1, 1, 2, 1, 0) and
CISS(µ) = (4, 2, 1, 0). In this case, κF (Mµ) = 8.124·106, κF (Mσ) = 8.005·1010, and (κF (Mσ)/κF (Mµ))

2 =
9.709 · 107. However, we see in this example that (κF (Mσ)/κF (Mµ)) << κF (Mµ). We have observed the
same behavior in all the examples that we have tested with large values of κF (Mσ)/κF (Mµ). Therefore,
we think that the result in part (b) of Theorem 4.12 can be considerably improved.
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5. Staircase matrices

We have mentioned in the Introduction that there exist simple explicit expressions for the singular
values of the Frobenius companion matrices of a monic polynomial of degree n in terms of the coefficients
of the polynomial and that at least n − 2 singular values are equal to one [8, 9]. These nice properties
do not extend to other Fiedler matrices, but the singular values of Fiedler matrices still retain some
interesting properties that will be analyzed in Section 6. This analysis is based on the notion of staircase
matrix and the determination of its rank in Theorem 5.15. These questions are the subject of the present
section.

Staircase matrices are matrices whose nonzero entries follow a very special pattern. We assume
throughout this section that these matrices have more than one row or more than one column to avoid
the trivial 1× 1 case that may complicate the definition.

Definition 5.1. Given a matrix A = [aij ] ∈ Cm×p, we say that A is a staircase matrix if A satisfies the
following properties:

1. If ai,j1 ̸= 0 and ai,j2 ̸= 0, for some 1 ≤ i ≤ m and 1 ≤ j1 ≤ j2 ≤ p, then aij ̸= 0 for all j1 ≤ j ≤ j2.

2. If ai1 = ai2 = · · · = ai,j−1 = 0 and aij ̸= 0, for some 1 < i ≤ m, 1 ≤ j ≤ p, then ai−1,j ̸= 0 and
ai−1,j+1 = 0, whenever j + 1 ≤ p.

3. a11 ̸= 0 and amp ̸= 0.

A matrix B = [bij ] ∈ Cm×p is said to be a generalized staircase matrix if it is obtained from a staircase
matrix by turning some nonzero entries into zero entries.

The first condition in Definition 5.1 means that all nonzero entries in a given row of A are placed
in consecutive columns. The second condition means that the first nonzero entry in a given row of A is
placed in the same column as the last nonzero entry of the immediate upper row.

Example 5.2. The following matrices are staircase matrices:

A =


× × ×

× ×
× × ×

×
×
× × ×

 and C =


× × ×

× ×
× × ×

×
×
×

 ,

where the symbol × denotes the nonzero entries (here and in all the examples of this section). A generalized
staircase matrix compatible with A is obtained by replacing some of the × entries of A by 0. In plain
words, one can say that generalized staircase matrices may have “holes” in the steps.

Notice that, as a consequence of the second and third conditions in Definition 5.1, every row and
every column in a staircase matrix has at least one nonzero entry.

Definition 5.3. Let A ∈ Cm×p be a staircase matrix. We say that a nonzero entry aij is a corner entry
of A if one (or both) of the following conditions holds:

1. i = j = 1 or i = m and j = p.

2. aij is the first or the last nonzero entry in the ith row and there are more than one nonzero entries
in the ith row.

Example 5.4. Let A and C be the staircase matrices in Example 5.2. Then

A =


⊗ × ⊗

⊗ ⊗
⊗ × ⊗

×
×
⊗ × ⊗

 and C =


⊗ × ⊗

⊗ ⊗
⊗ × ⊗

×
×
⊗

 ,

and the entries with the symbols ⊗ are the corner entries.
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Definition 5.5. Let A ∈ Cm×p be a staircase matrix. We define the ordered list of corner entries of
A as the ordered list (ai1,j1 , ai2,j2 , . . . , ait+1,jt+1) of all corner entries of A, where the corner entry air,jr
precedes the corner entry ais,js if ir < is or ir = is and jr < js.

Example 5.6. For the staircase matrices in Example 5.4, the ordered lists of corner entries of A and C
are, respectively, {a11, a13, a23, a24, a34, a36, a66, a68} and {c11, c13, c23, c24, c34, c36, c66}.

Notice that for two consecutive entries in the ordered list of corner entries of A, say aik,jk and aik+1,jk+1
,

we always have ik = ik+1 or jk = jk+1 (but not both). This motivates the following definition.

Definition 5.7. Let A ∈ Cm×p be a staircase matrix and (ai1,j1 , . . . , ait+1,jt+1) be the ordered list of
corner entries of A. Then, for 1 ≤ k ≤ t, the kth flight of A is the set of entries

• aik,jk , aik,jk+1, . . . , aik,jk+1
if ik = ik+1, or

• aik,jk , aik+1,jk , . . . , aik+1,jk if jk = jk+1.

Notice that the number of flights of a staircase matrix A is equal to the number of corner entries of A
minus one. We are particularly interested in the lengths of the flights of A. This notion is made precise
in Definition 5.8.

Definition 5.8. Let A ∈ Cm×p be a staircase matrix and (ai1,j1 , . . . , ait+1,jt+1) be the ordered list of
corner entries of A. The flight-length sequence of A is the sequence

F(A) := (f1, f2, . . . , ft),

where fk = max{ik+1 − ik, jk+1 − jk}, for k = 1, . . . , t.

We note that the kth term fk in the flight-length sequence of A is equal to the number of entries in
the kth flight of A minus one.

Definition 5.9. Let s = (s1, s2, . . . , st) be an ordered list of nonnegative integers. For each j = 1, 2, . . . , t,
we define the length of the string of ones at the jth position of s, denoted by lj, as

• a positive integer lj > 0, if the following three conditions are satisfied:

(i) sj = sj+1 = · · · = sj+lj−1 = 1,

(ii) sj−1 ̸= 1 or j = 1, and

(iii) sj+lj ̸= 1 or j + lj − 1 = t.

• lj = 0, otherwise.

Let (l1, l2, . . . , lt) be the ordered list of the lengths of the strings of ones of s. Then, the list of positive
lengths of the strings of ones of s, denoted by L(s), is the ordered list obtained from (l1, l2, . . . , lt) after
removing all zero entries. If s is a list containing no ones, then we set L(s) := (0).

Example 5.10. For the list s = (2, 1, 1, 1, 3, 1, 1, 2), the list of the lengths of the strings of ones is
(0, 3, 0, 0, 0, 2, 0, 0), so we have L(s) = (3, 2).

Until now, we have not established any relationship between staircase matrices and Fiedler matrices.
However, both types of matrices are closely connected in a way that will be shown in Section 6. In order
to introduce this connection, we show in Theorem 5.11 that every staircase matrix with n nonzero entries
can be constructed from the consecutions and inversions of a bijection σ : {0, 1, . . . , n− 1} → {1, . . . , n}.
Moreover, we show that the reduced consecution-inversion structure sequence of σ introduced in Definition
2.3, RCISS(σ), is the flight-length sequence of the matrix in reversed order. The reader is invited to focus
on the similarities between Algorithm 3 in Theorem 5.11 and Algorithm 1 in Theorem 2.6, which will
be exploited in depth in Section 6. However, note that in Algorithm 3 we use the MATLAB notation
V (:, j : end) to indicate the submatrix of V consisting of columns j through the last column (a similar
notation is used for rows), because the sizes of the constructed matrices are not fixed. They depend
on the number of consecutions and inversions of σ. In addition, if expressions like V (:, 2 : 1) appear
in Algorithm 3, then they should be understood as empty matrices. We warn also the reader that in
Algorithm 3 the staircase matrix is constructed starting from the lower-right entry, which may seem
unnatural, but it is convenient for establishing the connection with Fiedler matrices and Algorithm 1.
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Theorem 5.11. Let x0, x1, . . . , xn−1 be n ≥ 2 complex nonzero numbers, let σ : {0, 1, . . . , n − 1} →
{1, . . . , n} be a bijection, and consider the following algorithm:

Algorithm 3. Given x0, x1, . . . , xn−1 nonzero numbers and a bijection σ, the following algo-

rithm constructs a matrix Ṽσ whose nonzero entries are precisely x0, x1, . . . , xn−1.

if σ has a consecution at 0 then

Ṽ0 =

[
x1

x0

]
else

Ṽ0 =
[
x1 x0

]
endif
for i = 1 : n− 2

if σ has a consecution at i then

Ṽi =

[
xi+1 0

Ṽi−1(:, 1) Ṽi−1(:, 2 : end)

]
else

Ṽi =

[
xi+1 Ṽi−1(1, :)

0 Ṽi−1(2 : end, :)

]
endif

endfor
Ṽσ = Ṽn−2.

Then the matrix Ṽσ is a staircase matrix. Moreover, if RCISS(σ) = (p1, p2, . . . , pt) is the reduced

consecution-inversion structure sequence of σ, then the flight-length sequence of Ṽσ is F(Ṽσ) = (pt, pt−1,
. . . , p2, p1).

Conversely, given a staircase matrix A with n nonzero entries and flight-length sequence F(A) =
(f1, f2, . . . , ft), there exists a bijection σ : {0, 1, . . . , n − 1} → {1, . . . , n} such that RCISS(σ) = (ft, . . . ,

f2, f1) and A = Ṽσ, where Ṽσ is the output of Algorithm 3 with the inputs σ and the list of the nonzero
entries of A ordered from the lower-right to the upper-left entry1.

Proof. The proof is easy, so we only sketch the main points. In the proof we use a family of bijections
σi : {0, 1, . . . , i+1} → {1, . . . , i+2}, for i = 0, 1, . . . , n−2, such that σi has a consecution (resp. inversion)

at j, 0 ≤ j ≤ i, if and only if σ has a consecution (resp. inversion) at j. Observe that Ṽi is constructed
by applying Algorithm 3 to the numbers x0, x1, . . . , xi+1 and the bijection σi. The bijection σn−2 may
be taken to be equal to σ.

Let us prove first the properties of Ṽσ. It is obvious that Ṽ0 is a staircase matrix that has F(Ṽ0) =

(1), and that RCISS(σ0) = (1). Next, we proceed by induction. Assume that Ṽi−1, for some i −
1 ≥ 0, is a staircase matrix that has F(Ṽi−1) = (p′s, ps−1, . . . , p2, p1), where (p1, p2, . . . , ps−1, p

′
s) =

RCISS(σi−1). Then the structure of Algorithm 3 makes obvious that Ṽi is also a staircase matrix. Also

if σ has two consecutions or two inversions at i− 1 and i, then F(Ṽi) = (p′s +1, ps−1, . . . , p2, p1) and also
(p1, p2, . . . , ps−1, p

′
s + 1) = RCISS(σi). If σ has a consecution at i− 1 and an inversion at i, or viceversa,

then F(Ṽi) = (1, p′s, ps−1, . . . , p2, p1) and also (p1, p2, . . . , ps−1, p
′
s, 1) = RCISS(σi) (note that in this case

p′s = ps). Therefore, the result is true for Ṽi. The result in the statement follows by taking i = n− 2.
The “converse statement” is also immediate just by looking carefully at Algorithm 3 and the reader

is invited to complete the details. The only point to be remarked is that σ is not determined only by
RCISS(σ). It is needed to also know whether σ has a consecution or an inversion at 0. Note that if the
last flight of A, with length ft, is an horizontal flight, i.e., it corresponds to entries in the same row,
then σ has inversions at 0, 1, . . . , ft − 1. On the contrary, if the last flight of A is a vertical flight, i.e., it
corresponds to entries in the same column, then σ has consecutions at 0, 1, . . . , ft − 1.

1More precisely, this order corresponds to list all the flights of A from 1 to t, to remove repeated entries, and to reverse
the order of the obtained list.
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Given n ordered nonzero numbers x0, x1, . . . , xn−1, Theorem 5.11 establishes a correspondence be-
tween bijections σ : {0, 1, . . . , n− 1} → {1, . . . , n} and staircase matrices A that have as nonzero entries
x0, x1, . . . , xn−1, with x0 being the lower-right entry and xn−1 being the upper-left. Taking into account
the relationship between RCISS(σ) and F(A) in Theorem 5.11, Definition 5.12 introduces, from two dif-
ferent but equivalent perspectives, the list that will allow us to determine the rank of a staircase matrix
in Theorem 5.15.

Definition 5.12. (a) Let σ : {0, 1, . . . , n − 1} → {1, 2, . . . , n} with n ≥ 2 be a bijection and let
RCISS(σ) = (p1, p2, . . . , pt) be the reduced consecution-inversion structure sequence of σ. Let
s := (pt−1, . . . , p2). Then, the rank-determining list of σ, denoted by L(σ), is L(s), that is, the
list of positive lengths of the strings of ones of s introduced in Definition 5.9. If RCISS(σ) has 1 or
2 entries, then s is empty and we set L(σ) := (0).

(b) Let A be a staircase matrix and let F(A) = (f1, f2, . . . , ft) be its flight-length sequence. Let s :=
(f2, . . . , ft−1). Then, the rank-determining list of A, denoted by L(A), is L(s), that is, the list of
positive lengths of the strings of ones of s introduced in Definition 5.9. If F(A) has 1 or 2 entries,
then s is empty and we set L(A) := (0).

Observe that L(σ) has been defined without any reference to staircase matrices. It depends only on

the bijection σ. However, if Ṽσ is any staircase matrix constructed by Algorithm 3 for this bijection,
then L(σ) = L(Ṽσ), as a consequence of Theorem 5.11. Also, given any staircase matrix A, Theorem 5.11
guarantees that there exists a bijection σ such that L(A) = L(σ). Therefore we will use the notation L(σ)
or L(A) depending on which is more convenient for the specific result we are considering. We illustrate
these concepts in Example 5.13.

Example 5.13. The staircase matrix A in Example 5.2 has F(A) = (2, 1, 1, 1, 2, 3, 2) as flight-length
sequence. Then A can be constructed by Algorithm 3 via a bijection σ : {0, 1, . . . , 12} → {1, . . . , 13} with
RCISS(σ) = (2, 3, 2, 1, 1, 1, 2). Note that the first two entries of CISS(σ) are c0 = 0 and i0 = 2, since the
last flight of A corresponds to entries in the same row. Moreover, we have L(A) = L(σ) = (3).

Theorem 5.15 is the key result of this section. It gives the simple formula (18) for the rank of any
staircase matrix in terms of its flight-length sequence. The formula (18) shows that to determine the rank
of a staircase matrix is not completely trivial. The idea of the proof is to perform Gaussian Elimination
by rows and columns starting from the upper-left corner. We illustrate this procedure in a simple case in
Example 5.14, and then we state Theorem 5.15.

Example 5.14. By Gaussian elimination, it is easy to determine the rank of any staircase matrix.
Consider the matrix A in Example 5.2. Using elementary row and column replacement operations starting
from the upper-left entry, we can transform the matrix A into

A =


× × ×

× ×
× × ×

×
×
× × ×

 ∼


× 0 0

× 0
× 0 0

×
0
0 × 0

 .

Hence rankA = 5. As can be seen in Theorem 5.15, the rank of a staircase matrix A can be obtained
from the number of flights of A and the sequence L(A). It is important to notice the role played by those
flights of length 1 different from the first and the last flights.

In the rest of the paper, given a real number x, we will use the standard notation ⌈x⌉ for the smallest
integer which is greater than or equal to x.

Theorem 5.15. Let A ∈ Cm×p be a staircase matrix, let F(A) = (f1, f2, . . . , ft) be the flight-length
sequence of A, and let L(A) = (l1, l2, . . . , lq) be the rank-determining list of A. Then the rank of A is
equal to

rankA = t−
q∑

j=1

⌈
lj
2

⌉
. (18)
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Proof. The proof proceeds by induction on the number of flights t. For t = 1, the result is obviously true
because all staircase matrices with only one flight have rankA = 1 and L(A) = (0), so

t−
q∑

j=1

⌈
lj
2

⌉
= 1 = rankA.

By a similar argument the result is also true for t = 2, since in this case rankA = 2 and L(A) = (0).

Now, let us assume that the result is true for any staircase matrix with t− 1 ≥ 2 flights. Let A and Â be
staircase matrices with F(A) = (f1, f2, . . . , ft) and F(Â) = (f1, f2, . . . , ft−1) and such that A is obtained

from Â by adding one flight with length ft. Note that A and Â have different sizes. We distinguish two
cases.

Case 1: ft−1 ̸= 1. In fact, according to Definition 5.8 this means ft−1 > 1. In this case, L(A) =

L(Â) = (l1, l2, . . . , lq). The reason is that L(A) is determined by the strings of ones in (f2, . . . , ft−1),

while L(Â) is determined by the strings of ones in (f2, . . . , ft−2), and in both cases the strings of ones
are the same.

In addition, rankA = 1+ rank Â. To see this, assume without loss of generality that the last flight of
A has all its entries in the same row (otherwise we transpose the matrix, which preserves the rank and

the flight-length sequence). Therefore, A has more columns than Â and the same number of rows, i.e.,

A ∈ Cm×p and Â ∈ Cm×ℓ with ℓ < p, and the last flight of Â has all its entries in the same column. This
and the fact ft−1 > 1 mean that the last two rows of A are

A(m− 1 : m, :) =

[
0 · · · 0 × 0 . . . 0
0 · · · 0 × × . . . ×

]
∼
[

0 · · · 0 × 0 . . . 0
0 · · · 0 0 × . . . ×

]
= A′(m− 1 : m, :),

(19)

where the symbol × denotes nonzero entries, the vertical line separates Â from those columns of A that
are not columns of Â, and we have performed an elementary row replacement operation to get A′. Since
A(1 : m− 1, ℓ+ 1 : p) = 0, (19) implies that rankA = rankA′ = 1 + rank Â′ = 1 + rank Â.

The above equalities L(A) = L(Â) and rankA = 1 + rank Â, and the induction hypothesis imply

rankA = rank Â+ 1 = t− 1−
q∑

j=1

⌈
lj
2

⌉
+ 1 = t−

q∑
j=1

⌈
lj
2

⌉
,

which proves the result for A in Case 1.
Case 2: ft−1 = 1. In this case L(A) = (l1, l2, . . . , lq) with lq ≥ 1, and we need to distinguish two

subcases: lq even and lq odd.

Case 2.1: lq = 2k, with k > 0 an integer. In this case lq > 1 and L(Â) = (l1, l2, . . . , lq−1, lq − 1).
Definition 5.12 and lq = 2k imply

ft−2k = ft−(2k−1) = · · · = ft−1 = 1, with t− 2k ≥ 2, and ft−2k−1 > 1 if t− 2k > 2. (20)

Assume, as in Case 1, that the last flight of A has all its entries in the same row, which implies that
A ∈ Cm×p and Â ∈ Cm×ℓ with ℓ < p, and also that the last flight of Â has its two entries in the same
column. This and (20) imply that if t− 2k > 2

A(m− k − 1 : m, :) =



0 · · · 0 × 0 . . . 0
...

... × ×
...

...
...

... × ×
...

...
...

...
. . .

. . .
...

...
...

... × × 0 . . . 0
0 · · · 0 × × . . . ×


, (21)
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where the vertical line separates Â from those columns of A that are not columns of Â. If we perform
elementary row replacement operations in A(m− k − 1 : m, :) starting from the top we get

A(m− k − 1 : m, :) ∼



0 · · · 0 × 0 . . . 0
...

... 0 ×
...

...
...

... 0 ×
...

...
...

...
. . .

. . .
...

...
...

... 0 × 0 . . . 0
0 · · · 0 0 × . . . ×


, (22)

which implies
rankA = 1 + rank Â. (23)

If t − 2k = 2, then A(m − k − 1 : m, :) is as in (21) but removing all the left-most columns of zeros. So
we also get (23).

The equalities L(Â) = (l1, l2, . . . , lq−1, lq − 1), (23), and the induction hypothesis imply

rankA = rank Â+ 1 = t− 1−
q−1∑
j=1

⌈
lj
2

⌉
−
⌈
2k − 1

2

⌉
+ 1 = t−

q−1∑
j=1

⌈
lj
2

⌉
−
⌈
2k

2

⌉
= t−

q∑
j=1

⌈
lj
2

⌉
,

which proves the result for A in Case 2.1.
Case 2.2: lq = 2k + 1, with k ≥ 0 an integer. The proof is similar to the one of Case 2.1, so we only

emphasize the main differences and omit the details. To begin with, in this case

L(Â) =
{

(l1, l2, . . . , lq−1, lq − 1), if lq > 1,
(l1, l2, . . . , lq−1), if lq = 1.

,

and one has to distinguish the cases lq > 1 and lq = 1. In both of them, it is satisfied that

rankA = rank Â. (24)

This follows because in this case the structure of A is

A(m− k − 2 : m, :) =



· · · · · · 0 0 . . . 0
· · · · · · × × 0 . . . 0

0 0 × ×
...

...
...

... × ×
...

...
...

...
. . .

. . .
...

...
...

... × × 0 . . . 0
0 · · · 0 × × . . . ×


, (25)

and elementary column replacement operations starting from the left-most × entry shown in (25) allows
us to make zeros all the entries to the right of the vertical line.

The equalities L(Â) = (l1, l2, . . . , lq−1, lq − 1) (if lq > 1), (24), and the induction hypothesis imply

rankA = rank Â = t−1−
q−1∑
j=1

⌈
lj
2

⌉
−
⌈
2k

2

⌉
= t−

q−1∑
j=1

⌈
lj
2

⌉
−(k+1) = t−

q−1∑
j=1

⌈
lj
2

⌉
−
⌈
2k + 1

2

⌉
= t−

q∑
j=1

⌈
lj
2

⌉
,

which proves the result for A in Case 2.2. Observe that the case lq = 1 follows by taking k = 0 in the
equation above.

Theorem 5.15 shows, in particular, that the rank of a staircase matrix is not an increasing function of
the number of flights, as it might be thought at a first glance, since intermediate flights of length 1 also
affects the rank. Example 5.16 illustrates this fact.
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Example 5.16. Consider the following staircase matrices A and B

A =


× × ×

×
×
×

 and B =

[
× × ×

× × ×

]
.

A and B have both 6 nonzero entries, A has 2 flights, B has 3 flights, and rankA = rankB = 2.
Next consider the staircase matrices

C =


×
× ×

× ×
×
× × ×

 and D =


×
× × ×

×
× × ×

×

 .

C and D have both 9 nonzero entries, C has 6 flights, and D has 5 flights. In addition, rankC = 4 and
rankD = 5, that is, the matrix with less flights have larger rank.

Next, we bound the rank of a generalized staircase matrix B. Since B is constructed by turning some
nonzero entries of a staircase matrix A into zero entries, it seems that rankB has to be smaller than or
equal to rankA. This is true, as we will see in Theorem 5.18, but a rigorous proof of this fact requires
some work, since for general matrices the operation of turning a nonzero entry into zero may increase
the rank. For instance, in MATLAB notation, rank [1, 1; 1, 1] = 1 and rank [1, 0; 1, 1] = 2. The proof of
Theorem 5.18 relies on Lemma 5.17.

Lemma 5.17. If B ∈ Cm×p is a generalized staircase matrix, 1 ≤ i1 < i2 < · · · < id ≤ m, and
1 ≤ j1 < j2 < · · · < jd ≤ p, then

detB({i1, i2, . . . , id} , {j1, j2, . . . , jd}) = bi1,j1 bi2,j2 · · · bid,jd ,

where B({i1, i2, . . . , id} , {j1, j2, . . . , jd}) is the submatrix of B that lies in the rows indexed by {i1, i2, . . . , id}
and in the columns indexed by {j1, j2, . . . , jd}.

Proof. The proof is by induction on d. For d = 1 the result is trivial. Let us assume that the result is
true for d− 1 ≥ 1, and let us prove it for d. Consider that the matrix B is constructed from a staircase
matrix A such that (1) ai1,k ̸= 0, if c1 ≤ k ≤ c′1, and (2) ai1,k = 0, if 1 ≤ k ≤ c1 − 1 or c′1 + 1 ≤ k ≤ p.
We split the proof in two cases.

Case 1: 1 ≤ j1 ≤ c′1 − 1. In this case the definition of generalized staircase matrix implies that
all entries in the column j1 of B below the row i1 are equal to zero. Then the Laplace expansion of
detB({i1, i2, . . . , id} , {j1, j2, . . . , jd}) along the first column gives

detB({i1, i2, . . . , id} , {j1, j2, . . . , jd}) = bi1,j1 detB({i2, . . . , id} , {j2, . . . , jd}) = bi1,j1 bi2,j2 · · · bid,jd ,
(26)

where the last equality follows from the induction hypothesis.
Case 2: c′1 ≤ j1 ≤ p. In this case the definition of generalized staircase matrix implies that all

entries in the row i1 of B to the right of the column j1 are equal to zero. Then the Laplace expansion of
detB({i1, i2, . . . , id} , {j1, j2, . . . , jd}) along the first row gives again (26).

Theorem 5.18. Let A ∈ Cm×p be a staircase matrix, let F(A) = (f1, f2, . . . , ft) be the flight-length
sequence of A, and let L(A) = (l1, l2, . . . , lq) be the rank-determining list of A. If B ∈ Cm×p is any
generalized staircase matrix that is obtained by turning some nonzero entries of A into zero entries, then

rankB ≤ t−
q∑

j=1

⌈
lj
2

⌉
. (27)

Proof. Lemma 5.17 and the definition of generalized staircase matrix imply that if a minor of B is nonzero,
then the same minor of A is nonzero. So rankB ≤ rankA and the result follows from Theorem 5.15.
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Recall that we used Algorithm 3 in Theorem 5.11 to construct a staircase matrix Ṽσ via a bijection σ.
It is clear that if we allow zero numbers among the inputs x0, x1, . . . , xn−1, then Algorithm 3 constructs

a generalized staircase matrix coming from turning some nonzero entries of Ṽσ into zero. In addition,
according to Definition 5.12 and the discussion in the paragraph just after it, L(σ) = L(Ṽσ). Therefore,
Corollary 5.19 follows immediately from Theorem 5.18. Here we associate to a bijection σ the magnitude
rσ that will be often used in Section 6.

Corollary 5.19. Let x0, x1, . . . , xn−1 be n ≥ 2 complex numbers not necessarily different from zero, and
let σ : {0, 1, . . . , n− 1} → {1, . . . , n} be a bijection. Let L(σ) = (l1, l2, . . . , lq) be the rank-determining list

of σ introduced in Definition 5.12, and let Ṽσ be the matrix constructed by Algorithm 3. Let t be the
number of entries of RCISS(σ). Then

rank Ṽσ ≤ rσ , where rσ := t−
q∑

j=1

⌈
lj
2

⌉
. (28)

Moreover, if xk ̸= 0 for all k = 0, 1, . . . , n− 1, then rank Ṽσ = rσ.

5.1. Maximal rank of staircase matrices with a fixed number of nonzero entries

This section can be skipped in a first reading, although it will be referred to in some parts of Section 6.
Theorem 5.15 provides a formula for the rank of a staircase matrix A depending on the number of flights
and the rank-determining list of A. In this section, fixed the number of nonzero entries, we consider
the problem of identifying those staircase matrices that have maximal rank. This problem is solved in
Theorem 5.21. To get this result, we first prove Lemma 5.20, where we give an upper bound for the rank
depending only on the number of nonzero entries, and we provide a necessary condition and a (different)
sufficient condition for this bound to be attained. For a given real number x we use the standard notation
⌊x⌋ to denote the largest integer which is smaller than or equal to x.

Lemma 5.20. Let A be a staircase matrix with n ≥ 2 nonzero entries, and let F(A) = (f1, . . . , ft) be
the flight-length sequence of A. Then

(a) rankA ≤
⌊
n+ 1

2

⌋
.

(b) If fi = 1 for all i = 1, . . . , t, then rankA =

⌊
n+ 1

2

⌋
.

(c) If rankA =

⌊
n+ 1

2

⌋
, then fi ≤ 2 for all i = 1, . . . , t.

Proof. (a) Let dc(A) and dr(A) denote the number of columns and rows of A, respectively. Since A is
a staircase matrix, we have dc(A) + dr(A) = n + 1 (this follows easily from Algorithm 3). Hence, the
result follows from the inequalities rankA ≤ min{dc(A), dr(A)} ≤ n+1

2 .
(b) Following the notation of Theorem 5.15, for a staircase matrix A in the conditions of the statement

we have t = n− 1 and L(A) = (n− 3), so (18) gives rankA = n− 1−
⌈
n−3
2

⌉
=
⌊
n+1
2

⌋
.

(c) We proceed by contradiction. Let 1 ≤ i0 ≤ t be such that fi0 ≥ 3. We will construct a staircase

matrix Â with exactly n nonzero entries and with rank Â = rankA + 1. Using (a) this immediately

implies that rankA <
⌊
n+1
2

⌋
, which contradicts the hypothesis. Let Â be a staircase matrix such that

F(Â) = (f1, . . . , fi0−1, si0 , ui0 , vi0 , fi0+1, . . . , ft),

where ui0 = 1 and si0 , vi0 are positive integers such that si0 + ui0 + vi0 = fi0 , and Â is constructed by

creating 3 flights from the i0th flight of A. This matrix Â always exists, since fi0 ≥ 3. It is obvious that

Â has n nonzero entries. Now, let us prove that rank Â = rankA + 1. For this, we assume without loss
of generality that the i0th flight of A has all its entries in the same row, we use Gaussian elimination by
rows and columns starting from the (1, 1) entry on A and Â, and consider the following two cases:
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• If the first (leftmost) entry of the i0th flight of A (equivalently of Â) is a pivot, then the i0th, the

(i0 + 1)th, and the (i0 + 2)th flights of Â follow the pattern

× · · · × ×
× × · · · × ,

where × denote pivot entries. The remaining flights of Â have exactly the same structure as the

flights of A (all but the i0th one). As a consequence, Â has one more pivot than A.

• If the first (leftmost) entry of the i0th flight of A is not a pivot, then the i0th, the (i0 + 1)th, and

the (i0 + 2)th flights of Â follow the pattern

× × · · · ×
× × · · · × ,

if si0 ≥ 2, or

× ×
× × × · · · × ,

if si0 = 1. Again, the remaining flights of Â have the same structure as the ones of A (all but the

i0th one), so Â has one more pivot than A.

Part (b) of Lemma 5.20 provides a particular type of staircase matrices where the maximum rank,
given in part (a), is attained. This type corresponds to staircase matrices having only flights of length
1. It is natural to ask whether or not there are other staircase matrices for which this maximum rank is
attained. The answer is given in Theorem 5.21, where we provide necessary and sufficient conditions for
a staircase matrix A to be of maximal rank, and we prove that this may happen for matrices with flights
of lengths larger than 1.

Theorem 5.21. Let A be a staircase matrix with n ≥ 2 nonzero entries. Let F(A) = (f1, . . . , ft) be the
flight-length sequence of A, and let L(A) = (l1, . . . , lq) be the rank-determining list of A. Let α be the
number of ones in {f1, ft}. Then rankA =

⌊
n+1
2

⌋
if and only if fi ≤ 2 for all i = 1, . . . , t and one of the

following sets of conditions hold:

(a) n is odd, α = 2, and li is even for all i = 1, . . . , q;

(b1) n is even, α = 1, and li is even for all i = 1, . . . , q; or

(b2) n is even, α = 2, and there is exactly one odd element among the elements of L(A).

Proof. We will assume from the beginning that fi ≤ 2 for all i as a consequence of Lemma 5.20-(c). With
this assumption, set n1 (resp. n2) for the number of flights of length 1 (resp. 2) of A. Then, following
the notation in the statement, we have

n1 =

q∑
i=1

li + α , t = n1 + n2 , and n = n1 + 2n2 + 1 .

Hence,

n = 2t−

(
q∑

i=1

li + α

)
+ 1. (29)

Now, we distinguish the cases n odd and n even.
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(a) Let n be odd. Then rankA = ⌊(n+ 1)/2⌋ = (n+ 1)/2 if and only if

n+ 1

2
= t−

q∑
i=1

⌈
li
2

⌉
,

by Theorem 5.15. By (29), this is equivalent to

q∑
i=1

li
2
=

q∑
i=1

⌈
li
2

⌉
+ 1− α

2
. (30)

If α = 0 or α = 1, then (30) is not possible, since

q∑
i=1

li
2
<

q∑
i=1

⌈
li
2

⌉
+

1

2
.

Then α = 2, and (30) holds if and only if li is even for all i = 1, . . . , q.

(b) Let n be even. Then rankA = ⌊(n+ 1)/2⌋ = n/2 if and only if

n

2
= t−

q∑
i=1

⌈
li
2

⌉
,

by Theorem 5.15. Using (29) again, this is equivalent to

q∑
i=1

li
2
=

q∑
i=1

⌈
li
2

⌉
+

1

2
− α

2
. (31)

Again, if α = 0, then (31) does not hold. If α = 1, then (31) holds if and only if li is even for
all i = 1, . . . , q. Finally, if α = 2, then (31) holds if and only if one, and exactly one, among the
numbers l1, . . . , lq is odd.

Example 5.22 illustrates with staircase matrices having some flights with lengths larger than 1 the
three situations presented in Theorem 5.21, where the maximal rank is attained.

Example 5.22. (a) Let A be the following staircase matrix with 11 nonzero entries, which is equivalent
to B through elementary row and column replacement operations.

A =


× ×

×
× × ×

×
× × ×

×

 ∼


× 0

×
0 × 0

×
0 × 0

×

 = B.

The matrix A has rank A = 6 = (11 + 1)/2, F(A) = (1, 2, 2, 2, 2, 1), α = 2, and L(A) = (0), so we
are in case (a) of Theorem 5.21.

(b1) Now, let A be the following staircase matrix with 12 nonzero entries

A =



× ×
×
× × ×

×
× × ×

×
×


∼



× 0
×
0 × 0

×
0 × 0

×
0


= B.

Then rank (A) = 6 = 12/2 = ⌊(12 + 1)/2⌋, F(A) = (1, 2, 2, 2, 2, 2), α = 1, and L(A) = (0), so we
are in case (b1) of Theorem 5.21.
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(b2) In the last example, the staircase matrix A has 8 nonzero entries.

A =


×
× × ×

× × ×
×

 ∼


×
0 × 0

× 0 0
×

 = B.

We have rank A = 4 = 8/2 = ⌊(8 + 1)/2⌋, F(A) = (1, 2, 1, 2, 1), α = 2, and L(A) = (1), so we are
in case (b2) of Theorem 5.21.

Notice that if the staircase matrix A is of maximal rank equal to
⌊
n+1
2

⌋
, then α = 0 cannot occur.

The maximum rank
⌊
n+1
2

⌋
considered in Theorem 5.21 is related to Theorem 6.5 in next section. We

will explain there this relationship.

6. Singular values of Fiedler matrices

We have commented in the Introduction that in [8] (see also [9]), the authors prove that the Frobenius

companion matrices associated with the monic polynomial p(z) = zn +
∑n−1

k=0 akz
k (that is (1) and its

transpose) have n− 2 singular values equal to 1 and that the largest and the smallest singular values are
the square roots of the following explicit expressions

1 +
∑n−1

k=0 |ak|2 ±
√(

1 +
∑n−1

k=0 |ak|2
)2

− 4|a0|2

2
. (32)

The deep reason behind these properties is that C1 can be written as a sum of a unitary matrix plus a
matrix with rank one as follows

C1 =



0 0 · · · 0 1
1 0 · · · 0 0

0 1
. . . 0 0

...
. . .

. . .
...

...
0 · · · 0 1 0

+



−an−1 −an−2 · · · −a1 −a0 − 1
0 0 · · · 0 0

0 0
. . . 0 0

...
. . .

. . .
...

...
0 · · · 0 0 0

 . (33)

This expression immediately allows us to prove that C1 has at least n− 2 singular values equal to 1 and
that the squares of the remaining two singular values can be obtained as the eigenvalues of a simple 2×2
matrix (we will present in Lemma 6.3 a general version of this result). In fact, the unitary matrix in the
sum (33) has an additional property: it is a permutation matrix, i.e., a matrix obtained by permuting
the rows (or columns) of the identity matrix. Fiedler matrices different from the Frobenius companion
matrices cannot be expressed as “unitary plus rank-one matrices”, but we will see in this section that
every Fiedler matrix of p(z) can be expressed as a sum of a permutation matrix plus a matrix whose
rank varies from 1 to ⌊(n + 1)/2⌋. In addition, we will show how to construct these two summands via
simple algorithms and how to determine the rank of the second summand. In plain words, this will imply
that many Fiedler matrices admit expressions as “unitary plus low-rank matrices” and so have a certain
number of singular values equal to 1. We will also determine this number. Before proving these results,
we illustrate in Example 6.1 these ideas.

Example 6.1. We consider monic polynomials with degree 8, i.e., p(z) = z8 +
∑7

k=0 akz
k.

1. We consider first the pentadiagonal matrix P1 in Example 2.2. It can be written as

P1 =



0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0


+



−a7 0 0 0 0 0 0 0
−a6 0 −a5 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 −a4 0 −a3 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 −a2 0 −a1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 −a0 − 1 0


. (34)
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The first summand is a permutation matrix and the second one has rank at most 4 = ⌊(n + 1)/2⌋
(to see this, perform Gaussian elimination by rows). In fact, if ai ̸= 0 for i = 1, . . . , 7, then the
rank is exactly 4.

2. The second example corresponds to a Fiedler matrix with CISS(σ) = (4, 3). It can be expressed as

Mσ =



0 0 0 0 1 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0


+



−a7 −a6 −a5 −a4 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 −a3 0 0 0 0
0 0 0 −a2 0 0 0 0
0 0 0 −a1 0 0 0 0
0 0 0 −a0 − 1 0 0 0 0


. (35)

The first summand is again a permutation matrix and the second one has rank at most 2. In
fact, if ai ̸= 0 for i = 1, . . . , 7, then the rank is exactly 2. Algorithm 1 allows the reader to
easily check that these properties hold for Fiedler matrices of polynomials of arbitrary degree n ≥
2 associated with bijections that have all their consecutions in consecutive indices and all their
inversions in consecutive indices, that is, those with CISS(σ) = (c0, i0), c0 ̸= 0 and i0 ̸= 0, or those
with CISS(σ) = (0, i0, c1, 0), i0 ̸= 0 and c1 ̸= 0.

Observe that, if all zero rows and columns are removed in the second summands in (34) and (35), then,
in both cases, generalized staircase matrices are obtained. This property holds for every Fiedler matrix
and is the key point in this section.

Our first result in this section is Theorem 6.2, which proves rigorously that any Fiedler matrix Mσ

can be written as Uσ + Vσ, where Uσ is a permutation matrix (and so unitary) and Vσ is a matrix such
that after removing all its zero rows and columns becomes a staircase matrix. This property will allow
us to bound the rank of Vσ via Corollary 5.19.

Theorem 6.2. Let p(z) = zn+
∑n−1

k=0 akz
k with n ≥ 2, let σ : {0, 1, . . . , n−1} → {1, . . . , n} be a bijection,

and consider the following algorithm:

Algorithm 4. Given p(z) = zn +
∑n−1

k=0 akz
k and a bijection σ, the following algorithm

constructs a pair of n× n matrices Uσ and Vσ.

If σ has a consecution at 0 then

U0 =

[
0 1
1 0

]
; V0 =

[
−a1 0

−a0 − 1 0

]
else

U0 =

[
0 1
1 0

]
; V0 =

[
−a1 −a0 − 1
0 0

]
endif
for i = 1 : n− 2

if σ has a consecution at i then

Ui =

[
0 1 0

Ui−1(:, 1) 0 Ui−1(:, 2 : i+ 1)

]
; Vi =

[
−ai+1 0 0

Vi−1(:, 1) 0 Vi−1(:, 2 : i+ 1)

]
else

Ui =

0 Ui−1(1, :)
1 0
0 Ui−1(2 : i+ 1, :)

 ; Vi =

−ai+1 Vi−1(1, :)
0 0
0 Vi−1(2 : i+ 1, :)


endif

endfor
Uσ = Un−2

Vσ = Vn−2

Then the following statements hold.
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(a) If Mσ is the Fiedler matrix of p(z) associated with σ, then,

Mσ = Uσ + Vσ . (36)

(b) Uσ is a permutation matrix and, therefore, it is a unitary matrix.

(c) If all the zero rows and columns of Vσ are removed, then the resulting matrix is the generalized

staircase matrix Ṽσ constructed by Algorithm 3 for the inputs x0 = −a0−1, x1 = −a1, . . . , xn−1 =
−an−1 and σ.

(d) Let L(σ) = (l1, l2, . . . , lq) be the rank-determining list of σ introduced in Definition 5.12, and let t
be the number of entries of RCISS(σ). Then

rankVσ ≤ rσ ≤
⌊
n+ 1

2

⌋
, where rσ := t−

q∑
j=1

⌈
lj
2

⌉
. (37)

Moreover, if a0 + 1 ̸= 0 and ai ̸= 0 for all i = 1, . . . , n− 1, then rankVσ = rσ.

Proof. Part (a). If we compare Algorithms 1 and 4, then we see that W0 = U0 + V0. The proof is an
induction on Wi, Ui, and Vi. Assume that Wi−1 = Ui−1 + Vi−1 for some i− 1 ≥ 0. Then the structures
of Algorithms 1 and 4 make obvious that Wi = Ui + Vi. The result follows by taking i = n− 2.

Part (b). Again the proof is by induction on Ui. By definition U0 is a 2 × 2 permutation matrix.
Assume that Ui−1 for some i−1 ≥ 0 is a (i+1)×(i+1) permutation matrix. Then, Algorithm 4 implies
that Ui is a (i+ 2)× (i+ 2) permutation matrix. The result follows by taking i = n− 2.

Part (c). We perform an induction on the matrices Vi and Ṽi constructed by Algorithms 4 and 3,

respectively. It is trivial to see that if we remove all zero rows and columns of V0, then we obtain Ṽ0.
Let us assume that the same is true for Vi−1 and Ṽi−1 for some i− 1 ≥ 0, and let us prove the result for

Vi and Ṽi. For this purpose note that the first row and the first column of all matrices in the sequence
{V0, V1, . . . , Vn−2} are not identically zero. Therefore, neither the first row nor the first column of Vi−1

are removed to get Ṽi−1. With this property in mind, it is clear from Algorithms 4 and 3 that if we

remove all zero rows and columns of Vi, then we get Ṽi. The result follows by taking i = n− 2.
Part (d). Since removing zero rows and columns does not change the rank, we get rankVσ = rank Ṽσ,

and the result is a direct consequence of Corollary 5.19 and Lemma 5.20.

Parts (a) and (d) of Theorem 6.2 imply, in particular, that any Fiedler matrix Mσ associated with a
bijection σ having a low number (compared to n) of entries in RCISS(σ) can be decomposed as a sum of
a unitary matrix Uσ plus a low-rank matrix Vσ. The relationship between the rank of Vσ and the number
of singular values of Mσ equal to 1 is established in Lemma 6.3, which is valid for matrices much more
general than Fiedler matrices. In addition, Lemma 6.3 will allow us to reduce the computation of those
singular values of Mσ that are not equal to 1, to the computation of the eigenvalues of a matrix whose
size may be much smaller than n.

Lemma 6.3. Let A = U +LR ∈ Cn×n, where U ∈ Cn×n is a unitary matrix, L ∈ Cn×r, and R ∈ Cr×n.
If 2r < n, then A has at least n− 2r singular values equal to 1, and the other 2r singular values are the
square roots of the eigenvalues of the matrix

H = I +

[
R

L∗U

] [
U∗L+R∗L∗L R∗] ∈ C2r×2r. (38)

Proof. The singular values of A = U + LR are the square roots of the eigenvalues of A∗A. In the
conditions of the statement,

A∗A = (U + LR)∗(U + LR) = U∗U +R∗L∗U + U∗LR+R∗L∗LR

= I +
[
U∗L+R∗L∗L R∗] [ R

L∗U

]
=: I + L̃R̃,

where L̃ ∈ Cn×2r and R̃ ∈ C2r×n. Therefore rank (L̃R̃) ≤ 2r. Now, recall that the eigenvalues of

R̃L̃ ∈ C2r×2r, together with an additional n−2r eigenvalues equal to 0, are the eigenvalues of L̃R̃ ∈ Cn×n
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[7, Theorem 1.3.20]. Hence, the eigenvalues of H = I + R̃L̃ ∈ C2r×2r together with an additional n− 2r

eigenvalues equal to 1 are the eigenvalues of A∗A = I + L̃R̃ ∈ Cn×n. These are, precisely, the squares of
the singular values of A.

The application of Lemma 6.3 to a Fiedler matrix Mσ requires to factorize the matrix Vσ in (36) as
Vσ = LσRσ, where Lσ ∈ Cn×rσ , Rσ ∈ Crσ×n, and rσ was defined in (37). This is done in Lemma 6.4 via
Algorithm 5. In this algorithm, submatrices like L(:, 2 : 1) or R(2 : 1, :) indicate empty matrices.

Lemma 6.4. Let p(z) = zn+
∑n−1

k=0 akz
k with n ≥ 2, let σ : {0, 1, . . . , n− 1} → {1, . . . , n} be a bijection,

let Vσ be the matrix constructed by Algorithm 4, and let rσ be the number defined in (37). Consider the
following algorithm:

Algorithm 5. Given p(z) = zn +
∑n−1

k=0 akz
k and a bijection σ, the following algorithm

constructs a pair of matrices Lσ and Rσ.

if σ has a consecution at 0 then

L−1 =
[
−a0 − 1

]
; R−1 =

[
1
]
; L0 =

[
−a1

−a0 − 1

]
; R0 =

[
1 0

]
else

L−1 =
[
1
]
; R−1 =

[
−a0 − 1

]
; L0 =

[
1
0

]
; R0 =

[
−a1 −a0 − 1

]
endif
for i = 1 : n− 2

if σ has an inversion at i− 1 and a consecution at i then

Li =


−ai+1 0
−ai Li−2(1, :)
0 0
0 Li−2(2 : i, :)

; Ri =

[
1 0 0
0 0 Ri−2

]
elseif σ has a consecution at i− 1 and an inversion at i then

Li =

1 0
0 0
0 Li−2

; Ri =

[
−ai+1 −ai 0 0

0 Ri−2(:, 1) 0 Ri−2(:, 2 : i)

]
elseif σ has consecutions at i− 1 and i then

Li =

[
−ai+1 0

Li−1(:, 1) Li−1(:, 2 : end)

]
; Ri =

[
Ri−1(:, 1) 0 Ri−1(:, 2 : i+ 1)

]
elseif σ has inversions at i− 1 and i then

Li =

 Li−1(1, :)
0

Li−1(2 : i+ 1, :)

; Ri =

[
−ai+1 Ri−1(1, :)

0 Ri−1(2 : end, :)

]
endif

endfor
Lσ = Ln−2

Rσ = Rn−2

Then Vσ = LσRσ, with Lσ ∈ Cn×rσ and Rσ ∈ Crσ×n. In addition, if a0 + 1 ̸= 0 and ai ̸= 0 for all
i = 1, . . . , n− 1, then rankVσ = rankLσ = rankRσ = rσ.

Proof. We prove first Vσ = LσRσ. To this purpose, let {V0, V1, . . . , Vn−2} (recall Vn−2 = Vσ) be the
sequence of matrices constructed by Algorithm 4. In addition, we define V−1 := −a0 − 1. We will also
consider the sequences {L−1, L0, L1, . . . , Ln−2} and {R−1, R0, R1, . . . , Rn−2} of matrices constructed by
Algorithm 5. The proof consists of proving by induction that Vi = LiRi for i = −1, 0, 1, . . . , n − 2 (so,
the result follows by taking i = n − 2). It is obvious that V−1 = L−1R−1 and V0 = L0R0. With a little
bit more of effort, it is also straightforward to show via a direct computation that V1 = L1R1 holds. Let
us assume that Vj = LjRj for all j = −1, 0, 1, . . . , i − 1, with i − 1 ≥ 1, and let us prove Vi = LiRi.
In the first place, it follows immediately from Algorithm 5 and the induction hypothesis that the sizes
of Li and Ri allow us to multiply them. Next, we have two distinguish the four cases that appear in
Algorithm 5:
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(a) If σ has an inversion at i− 1 and a consecution at i, then Algorithm 5 implies that

LiRi =


−ai+1 0
−ai Li−2(1, :)
0 0
0 Li−2(2 : i, :)

[1 0 0
0 0 Ri−2

]
=


−ai+1 0 0
−ai 0 Li−2(1, :)Ri−2

0 0 0
0 0 Li−2(2 : i, :)Ri−2

 .

By the induction hypothesis Li−2Ri−2 = Vi−2, so

LiRi =


−ai+1 0 0
−ai 0 Vi−2(1, :)
0 0 0
0 0 Vi−2(2 : i, :)

 . (39)

On the other hand, if σ has an inversion at i− 1 and a consecution at i, then Algorithm 4 implies

Vi−1 =

−ai Vi−2(1, :)
0 0
0 Vi−2(2 : i, :)

 and Vi =


−ai+1 0 0
−ai 0 Vi−2(1, :)
0 0 0
0 0 Vi−2(2 : i, :)

 . (40)

Therefore, (39) and (40) imply that Vi = LiRi.

(b) If σ has a consecution at i − 1 and an inversion at i, then the proof is similar to the one of Case
(a) and is omitted.

(c) If σ has consecutions at i− 1 and i, then Algorithm 4 implies that

Vi =

[
−ai+1 0 0

Vi−1(:, 1) 0 Vi−1(:, 2 : i+ 1)

]
. (41)

Before completing the proof, it is needed to prove the following auxiliary result: if σ has a conse-
cution at k, for some k = 0, 1, . . . , n− 2, then the matrix Rk constructed by Algorithm 5 satisfies
Rk(1, :) =

[
1 0 · · · 0

]
. By definition, R0 = [1, 0], so the result is true for k = 0. We follow

by induction. Assume that Rk−1(1, :) =
[
1 0 · · · 0

]
if σ has a consecution at k − 1 for some

k−1 ≥ 0, and let us prove the result for k. If σ has a consecution at k, then we need to consider only
two out of the four cases in Algorithm 5: (1) σ has an inversion at k−1 and a consecution at k; and
(2) σ has a consecution at k−1 and a consecution at k. In Case (1), Rk(1, :) =

[
1 0 · · · 0

]
by

construction. In Case (2), Rk(1, :) =
[
Rk−1(1, 1) 0 Rk−1(1, 2 : k + 1)

]
and the result follows

from the induction assumption.
Next we continue with the proof. If σ has consecutions at i− 1 and i, then Algorithm 5 and the
auxiliary result imply that

LiRi =

[
−ai+1 0

Li−1(:, 1) Li−1(:, 2 : end)

] [
1 0 0

Ri−1(2 : end, 1) 0 Ri−1(2 : end, 2 : i+ 1)

]
=

[
−ai+1 0 0

Li−1(:, 1) + Li−1(:, 2 : end)Ri−1(2 : end, 1) 0 Li−1(:, 2 : end)Ri−1(2 : end, 2 : i+ 1)

]
=

[
−ai+1 0 0

Vi−1(:, 1) 0 Vi−1(:, 2 : i+ 1)

]
, (42)

where the last equality follows from the induction hypothesis Li−1Ri−1 = Vi−1 and the auxiliary
result, which implies Ri−1(1, :) =

[
1 0 · · · 0

]
. Equations (41) and (42) imply Vi = LiRi.

(d) If σ has inversions at i − 1 and i, then the proof is similar to the one of Case (c) and is omitted.
We only remark that in this case it is needed to prove the following auxiliary result: if σ has an
inversion at k, for some k = 0, 1, . . . , n−2, then the matrix Lk constructed by Algorithm 5 satisfies

Lk(:, 1) =
[
1 0 · · · 0

]T
.
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Next, we prove that if a0 + 1 ̸= 0 and ai ̸= 0 for all i = 1, . . . , n− 1, then Lσ ∈ Cn×rσ , Rσ ∈ Crσ×n, and
rankVσ = rankLσ = rankRσ = rσ. It is very easy to see by induction that if a0 + 1 ̸= 0 and ai ̸= 0 for
all i = 1, . . . , n−1, then the structure of Algorithm 5 implies that, for i = 0, 1, . . . , n−2, all matrices Li

have full column rank and all matrices Ri have full row rank. In particular, Lσ = Ln−2 ∈ Cn×r has full
column rank and Rσ = Rn−2 ∈ Cr×n has full row rank. Since Vσ = LσRσ and rankVσ = rσ by Theorem
6.2-(d), we get that r = rσ and rankLσ = rankRσ = rσ.

Finally, observe that the sizes of the matrices Lσ ∈ Cn×r and Rσ ∈ Cr×n depend only on σ and n
and not on the specific values of the coefficients a0, a1, . . . , an−1 of p(z). Therefore the sizes of Lσ and
Rσ are always Lσ ∈ Cn×rσ and Rσ ∈ Crσ×n.

Finally, as a direct corollary of Theorem 6.2, Lemma 6.3, and Lemma 6.4, we state Theorem 6.5,
which is our concluding result on singular values of Fiedler matrices. For completeness and for making
easy future references, we include again in the statement all notions involved.

Theorem 6.5. Let p(z) = zn+
∑n−1

k=0 akz
k with n ≥ 2, let σ : {0, 1, . . . , n−1} → {1, . . . , n} be a bijection,

let Mσ be the Fiedler matrix of p(z) associated with σ, let L(σ) = (l1, l2, . . . , lq) be the rank-determining
list of σ introduced in Definition 5.12, and let t be the number of entries of RCISS(σ). Let us define

rσ := t−
q∑

j=1

⌈
lj
2

⌉
,

which depends only on σ and not on p(z). If 2rσ < n, then the following statements hold.

(a) Mσ has at least n− 2rσ singular values equal to 1.

(b) The remaining 2rσ singular values of Mσ are the square roots of the eigenvalues of the following
2rσ × 2rσ matrix

Hσ(p) = I +

[
Rσ

L∗
σUσ

] [
U∗
σLσ +R∗

σL
∗
σLσ R∗

σ

]
∈ C2rσ×2rσ , (43)

where Uσ ∈ Cn×n is the permutation matrix constructed by Algorithm 4, and Lσ ∈ Cn×rσ and
Rσ ∈ Crσ×n are the matrices constructed by Algorithm 5.

Proof. We combine equation (36) with Vσ = LσRσ, from Lemma 6.4, to obtain Mσ = Uσ +LσRσ. Then,
apply Lemma 6.3 and get the result.

Note that if the parameter t is small (t ≪ n), then rσ is also small, since rσ ≤ t, which implies that
Mσ has many singular values equal to 1 and that the matrix Hσ(p) has a small size. For almost all
polynomials, Hσ(p) has not eigenvalues equal to 1 and so Mσ has exactly n − 2rσ singular values equal
to 1. Unfortunately, the potential small size of Hσ(p) does not allow us to find explicit formulas for its
eigenvalues (as it is illustrated in Example 6.7). This is only possible for Frobenius companion matrices
because in this case Hσ(p) is 2× 2. We use in Example 6.6 the approach of Theorem 6.5 to recover the
formulas (32) of the singular values of Frobenius companion matrices.

From Theorem 6.2-(d), we have rσ ≤ ⌊(n+ 1)/2⌋. In addition, observe that all Fiedler matrices for
which rσ < ⌊(n+ 1)/2⌋, satisfy 2rσ < n and, so, have at least one singular value equal to 1. For those
Fiedler matrices with rσ = ⌊(n+ 1)/2⌋ Theorem 6.5 does not apply and they do not have any guaranteed

singular value equal to 1. These matrices are characterized as those such that the staircase matrix Ṽσ

in Theorem 6.2-(c) satisfies Theorem 5.21 (recall that L(σ) = L(Ṽσ) and that the number of entries of

RCISS(σ) and F(Ṽσ) are equal). In particular, Theorem 6.5 does not apply to some (but not all) of the
Fiedler pentadiagonal matrices introduced in Example 2.2. We will illustrate this fact in Example 6.8.

Example 6.6. We apply here Theorem 6.5 to C1 in (1), that is, to the first Frobenius companion
matrix. From Example 2.5, we know that C1 corresponds to a bijection µ1 with only inversions and
with RCISS(µ1) = (n − 1). Therefore, in this case, t = 1 and L(µ1) = (0), which implies rµ1 = 1 and
that C1 has at least n − 2 singular values equal to 1. To determine the remaining 2 singular values,
we use Algorithm 4 to construct Uµ1 and Algorithm 5 to construct Lµ1 and Rµ1 and we get that
Uµ1 is the first summand in the right-hand side of (33), Lµ1 = [1, 0, . . . , 0]T ∈ Cn×1, and Rµ1 =
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[−an−1,−an−2, . . . ,−a1,−a0 − 1] ∈ C1×n (of course, this can be also seen by simple inspection of (33)).
With these matrices, we easily obtain

Hµ1(p) =

[
|an−1|2 + · · ·+ |a1|2 + |a0|2 + a0 + 1 |an−1|2 + · · ·+ |a1|2 + |a0|2 + a0 + a0 + 1

−a0 −a0

]
.

It is immediate to show that the eigenvalues of this matrix are given by (32), whose square roots are the
2 remaining singular values of C1.

Example 6.7. Here, we apply Theorem 6.5 to the Fiedler matrix Mσ corresponding to bijections σ having
a consecution at 0 and inversions at 1, 2, . . . , n− 2. Explicitly, this matrix and its decomposition (36) are

Mσ =


−an−1 . . . . . . −a1 1

1 0 0
. . .

...
...

1 0 0
−a0 0

 =



0 · · · · · · 0 1
1 0

. . .
...

1
...

1 0

+



−an−1 . . . −a1 0
...

...
...

...
...

...
−a0 − 1 0


. (44)

In this case CISS(σ) = (1, n− 2), RCISS(σ) = (1, n− 2), t = 2, and L(σ) = (0). Therefore, rσ = 2 and
Mσ has at least n − 4 singular values equal to 1. To determine the remaining 4 singular values, we use
again Algorithms 4 and 5 to construct Uσ, Lσ, and Rσ. The matrix Uσ is the first summand of the
right-hand side of (44), which is the same matrix as in Example 6.6. For Lσ and Uσ, we obtain

Lσ =


1 0
0 0
...

...
0 0
0 −a0 − 1

 ∈ Cn×2 and Rσ =

[
−an−1 −an−2 · · · −a2 −a1 0

0 0 · · · 0 1 0

]
∈ C2×n .

With these matrices, we obtain after some algebra

Hσ(p) =


1 +

∑n−1
k=1 |ak|2 −a0a1(a0 + 1)

∑n−1
k=1 |ak|2 −a1

−a1 −a0 + |a0 + 1|2 −a1 1
1 0 1 0

a1(a0 + 1) −a0|a0 + 1|2 a1(a0 + 1) −a0

 .

The square roots of the eigenvalues of Hσ(p) are the 4 remaining singular values of Mσ. However, it is
not easy to obtain (if possible) explicit expressions for them, although we remark the fact that we have
reduced an n× n (with n arbitrary) singular value problem to a 4× 4 eigenvalue problem.

Example 6.8. Our last example illustrates that, except in one case, Theorem 6.5 does not apply to the
pentadiagonal matrices introduced in Example 2.2 and, so, these matrices do not have, in general, any
singular value equal to 1. Since P3 = PT

1 and P4 = PT
2 , we consider only P1 and P4.

For P1, it is easy to show that RCISS(σ1) = (1, 1, . . . , 1) with n−1 entries. Therefore L(σ1) = (n−3),
which gives rσ1

= ⌊(n+ 1)/2⌋ both if n is even or odd.
For P4 a surprise arises. It can be seen that RCISS(σ4) = (2, 1, . . . , 1) with n − 2 entries, which

implies L(σ2) = (n−4). This implies rσ4 = ⌊(n+ 1)/2⌋ if n is even, but rσ4 = (n−1)/2 < ⌊(n+ 1)/2⌋ if
n is odd. Therefore if n is odd, the pentadiagonal matrices P4 and P2 have, in general, only one singular
value equal to 1.

7. Conclusions and future work

We have performed a very detailed study of the condition numbers for inversion of Fiedler companion
matrices of monic polynomials p(z) in the Frobenius norm. This study is based on new properties for
the inverses of Fiedler companion matrices. Among many other results, we have established that, from
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the point of view of condition numbers for inversion, the classical Frobenius companion matrices should
not be used if |p(0)| < 1, since they have the largest condition number among all the Fiedler matrices of
p(z) and one should use, instead, any Fiedler matrix having a number of initial consecutions or inversions
equal to 1. On the contrary, if |p(0)| > 1, then the Frobenius companion matrices are the ones to be
used, since they have the smallest condition number among all the Fiedler matrices of p(z). In the border
case |p(0)| = 1 all Fiedler matrices of p(z) have the same condition number. We have also seen that the
singular values of Frobenius companion matrices have very simple properties that are not shared by any
other Fiedler matrix. Nonetheless, the singular values of Fiedler matrices still retain some interesting
properties that we have carefully studied. This study is based on the developments that we have presented
on staircase matrices. As far as we know, this paper is the first work on perturbation properties of Fiedler
matrices. Probably, the most interesting problem in this area is the study of eigenvalue condition numbers
of Fiedler matrices. This will be the subject of future research.

References

[1] E. N. Antoniou, S. Vologiannidis, A new family of companion forms of polynomial matrices, Electron.
J. Linear Algebra 11 (2004) 78–87.

[2] M. I. Bueno, F. De Terán, and F. M. Dopico, Recovery of eigenvectors and minimal bases of matrix
polynomials from generalized Fiedler linearizations, SIAM J. Matrix Anal. Appl. 32 (2011) 463–483.

[3] F. De Terán, F. M. Dopico, and D. S. Mackey, Fiedler companion linearizations and the recovery of
minimal indices, SIAM J. Matrix Anal. Appl. 31 (2010) 2181–2204.

[4] F. De Terán, F. M. Dopico, and D. S. Mackey, Palindromic companion forms for matrix polynomials
of odd degree, J. Comput. Appl. Math. 236 (2011) 1464–1480.

[5] F. De Terán, F. M. Dopico, D. S. Mackey, Fiedler companion linearizations for rectangular matrix
polynomials, to appear in Linear Algebra Appl. Also available as MIMS-EPrint 2011.110, Manchester
Institute for Mathematical Sciences, Manchester, UK, 2011.

[6] M. Fiedler, A note on companion matrices, Linear Algebra Appl., 372 (2003) 325–331.

[7] R. A. Horn, C. R. Johnson, Matrix Analysis, Cambridge University Press, Cambridge, 1985.

[8] C. Kenney, A. J. Laub, Controllability and stability radii for companion form systems, Math. Control
Signals Systems 1 (1988) 239–256.

[9] A. J. Laub, Matrix Analysis for Scientists & Engineers, SIAM, Philadelphia, 2005.

[10] The MathWorks, Inc., MATLAB Reference Guide, Natick, MA, 1992.

[11] S. Vologiannidis and E. N. Antoniou, A permuted factors approach for the linearization of polynomial
matrices, Math. Control Signals Syst. 22 (2011) 317–342.

33


