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Domain-wall kinetics and tunneling-induced instabilities in superlattices
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We report on time-resolved studies of electric-field domains in weakly coupled GaAs quantum-well
structures. Photoluminescence and photocurrent experiments probe the motion of charged domain
walls triggered by steplike changes in the illumination. Results reveal complex oscillations with frequen-
cies in the range 4-8 MHz. These findings are discussed in terms of a discrete drift model relying on
negative-differential conductance due to resonant tunneling. Calculations give a global phase diagram

and time behavior consistent with experiments.

Central to the transport behavior of semiconductor su-
perlattices (SL’s) is the question of the mechanisms of
negative differential conductance and associated instabili-
ties.’? This problem bears on phenomena as diverse as
Bloch oscillations® and Wannier-Stark ladders,* as well as
on various aspects of nonlinear dynamics® and resonant
tunneling.®~® A related but distinct question is that of
the transitions between different transport modes. As has
been known for quite some time, SL’s may spontaneously
break into regions referred to as electric-field domains
(EFD’s) so that the field is not uniform but piecewise con-
stant across the sample.g“lg However, the nature of the
instability and that of the parameters which control the
transition have remained largely unexplained. In this
Brief Report, we provide the solution to this problem.

Domains are specific to the quantum-well (QW) regime
of small miniband widths. For weakly coupled SL struc-
tures, transport is dominated by sequential resonant tun-
neling.6_8 At low carrier densities, the I-V (current-
voltage) response is of the form shown in Fig. 1(a) with
maxima at fields &;;(i,j=1) corresponding to the
neighboring-well alignment of the ith and jth subbands.?
In 1974, Esaki and Chang’ reported conductance data
leading to traces such as the one illustrated in Fig. 1(b),
which reflect the presence of microscopic EFD’s.’~!° Re-
cently, it has become clear that the dependence shown in
Fig. 1(b) corresponds to the high-density limit.!> Here we
study the transition between the EFD and the uniform-
field regime by monitoring the time behavior of a pho-
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toexcited QW system as it evolves from (a) to (b). We
also present theoretical results which account for both
the steady-state and time-domain data. A detailed
description of the procedures used in this work will be
given elsewhere.2%2!

The QW structure used in our experiments was charac-
terized in Refs. 17 and 18. It consists of N =40 periods
of nominally undoped GaAs wells and AlAs barriers of
widths 90 and 40 A, respectively, sandwiched between
heavily donor- and acceptor-doped Al, sGa, sAs layers
giving diodes which were processed into mesas of area
~0.01 mm?; the built-in voltage of the devices is ~1.5
V. Because the superlattice is not purposely doped, the
I-V response in the low carrier density limit is of the form
shown in Fig. 1(a).!® Under strong photoinjection of car-
riers, however, the samples exhibit EFD’s with I-V traces
such as that shown in the inset of Fig. 2.!”!® Here the
plateau region +1.5 VSV S —3.5 V corresponds to
coexisting domains &,,/6,,,!7 while the second plateau
—45 VSVsS—7.5 V is due to 6,,/6x, where &y
denotes an unidentified domain (negative signs denote re-
verse bias). Our experiments, focusing on the higher pla-
teau, probe the transient behavior of the QW’s as they
evolve from the regime of uniform field to that of
domains. For this, the photoexcitation was turned on
and off by switching a Pockels cell placed between
crossed polarizers; our setup gives steplike profiles with
rise times of =5 ns at a repetition rate of 3.5 kHz.
Time-resolved data at 77=18 K were obtained with a
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FIG. 1. Schematic I-V traces corresponding to (a) uniform-
field (low density) and (b) domain regimes (high density). The
current maxima in (a) are due to tunneling involving the level
alignment shown in the figure. In (b), the ratchetlike structure
reflects the motion of the wall by one superlattice period (Ref.
2); the inset depicts the z dependence of the potential and charge
in the vicinity of the domain boundary.
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FIG. 2. Measured photocurrent vs time at 7 =18 K, offset
vertically for clarity. The voltages are in the range where
domains é: 12 and & coexist. Photoexcitation (P =250 Wcm ™2,
A=6540 A) begins at ¢t =0. The inset shows the experimental

steady-state dependence of the photocurrent on the applied bias
at A=6471 A, P=10*Wcm™ 2, and T=4K.
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Tektronix 1-GHz sampling oscilloscope (model 11402).
The photocurrent (PC) was inferred from the voltage
across a 50-) series resistor. Band-gap photolumines-
cence (PL) served to monitor the field profile through the
quantum-confined Stark effect;?? the emission shifts to the
red with increasing field. PL spectra were obtained at a
resolution of ~9 A, by recording the output of a pho-
tomultiplier sampled by the oscilloscope. As a light
source, we used a dye laser operating at A=6500-6600
A. Power densities were in the range P=30-300
W cm ™2, leading to EFD’s in the steady state;'® signals
were unacceptably low at smaller powers. As the pho-
toexcitation energies (~1.90 eV) are well above the QW
gap at ~1.56 eV, the data do not depend much on A.

Typical results of PC and PL vs time (¢) are shown in
Figs. 2 and 3. Following the onset of photoexcitation at
t =0, the current exhibits damped oscillations character-
ized by parameters depending on V; see below. At a fixed
bias, the P dependence of the current (not shown) reveals
that the oscillations exist only in a narrow window of in-
tensities, so that the PC becomes a simple step function if
P is either too high or too low; in addition, the fundamen-
tal frequency Q depends significantly on P. The PL data
of Fig. 3 show a single feature at ¢+ =0 which splits into
two peaks. For ¢ X 100 ns the intensities of these peaks
oscillate with time, but their positions do not vary much.
At a given bias, the latter agree well with values from
steady-state spectra. The V dependence of Q) is shown in
the inset of Fig. 3. It exhibits several minima as well as
discontinuities which appear to correlate with those of
the steady-state photocurrent (Fig. 2, inset); the decay
time (=~0.2-0.5 us) shows a similar trend. Given P and
V, the frequencies determined from PC and PL measure-
ments are the same within experimental error.
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FIG. 3. Experimental time-resolved PL data at ¥V =—6.21
V. Spectra are given at intervals of 10 ns. The oscillating peaks
at =~1.557 and =1.565 eV correspond, respectively, to the
high- (&%) and low-field (§,,) domains. The V dependence of
the fundamental oscillation freguency is shown in the inset.
Data were obtained at A=6540 A, P =250 Wcem ™2, and T=18
K.
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In our sample, the oscillatory behavior is limited to the
range of &,,/6 y coexistence. For these voltages, steady-
state PL spectra show two Stark-shifted peaks associated
with F~ &, (low field) and &y (high field).!"” While the
peak energies depend only weakly on V, the low-field
(high-field) intensity decreases (increases) rapidly with in-
creasing bias, following the movement of the domain
boundary. Thus steady-state PL vs V across the plateau
resembles the ¢t-dependent data during half a cycle, indi-
cating that the displacement of the wall with voltage and
the oscillation with time are similar in nature. As men-
tioned above, the PL positions determined from steady-
state and time-resolved measurements (at ¢ R 0.1 us) are
roughly the same. Based on this, we ascribe the damped
oscillations to the back and forth motion of the domain
boundary approaching equilibrium. Notice that our re-
sults are inconsistent with the scenario dominated by the
charging and discharging of a stationary wall; this would
have led to time-varying energy shifts as opposed to oscil-
lating intensities. The domain walls form within 50-100
ns after the laser is turned on. Interestingly, PL experi-
ments at the &,,/6,, plateau failed to reveal either
EFD’s or oscillations for ¢ <1 us (the quality of our laser
step profile deteriorates rapidly after =1-1.5 us); this
value represents a lower limit for the corresponding
boundary formation time.

Our discrete drift model, differing from other propo-
sals'®!® in various respects,?? considers a set of weakly in-
teracting QW’s characterized by average values of the
electric field, F, and carrier densities, n; (electrons) and
pr (holes); k=1,...,N labels the wells. Such mean-
field-like approach is motivated by the fact that the
relevant time for oscillations (=~0.1 us) is considerably
larger than those for tunneling (=0.5 ns) and for reach-
ing equilibrium with the lattice (=10 ps).?* The one-
dimensional transport equations read

41rel

Fr—F,= (ng —pi) 5 (D
dF, ~

€0, +ev(F)n,=J , ()
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—d—t—z —TrngPr > (3)

where (1) and (2) are, respectively, the Poisson equation
and Ampere’s law; (3) is the hole rate equation containing
the photogeneration rate y (proportional to the laser
power-density), and the recombination constant r. The
superlattice period and dielectric constant are denoted by
l and €,. v(F) is an effective electron velocity and J is the
current density. The rate equation for electrons can be
obtained by differentiating (1) and using (2) and (3). No-
tice that the contribution of the heavier holes to the
current is ignored.

Much of the physics of the model is contained in v(F),
which we take as a datum while making the assumption
that it does not depend on density. Qualitatively, our re-
sults do not depend on the precise shape of v(F) provided
the function exhibits maxima at the resonant fields; the
calculations reported here are based on the curve shown
in the inset of Fig. 4. In the 3N equations (1)~(3), there
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FIG. 4. Theoretical phase diagram of the photogeneration
rate ¥ vs applied voltage V in units of, respectively, nc /7, and
FyL; see text. The shaded region denotes the approximate
range of domain-wall oscillations. The continuous (dotted)
curve delimits the region for which the domain (uniform-field)
solution is stable (unstable). Inset: The normalized field depen-
dence of the carrier velocity used as input in the calculations.

are 3N +2 unknowns. To solve the problem, we add the
bias equation 3 F, =V /Il and the boundary condition
n,=p,, not allowing for charge buildup at the first well.?°
In the analysis, it is convenient to render the equations
dimensionless by adopting as the units of field and veloci-
ty the values at the first maximum of v(F), Fy,, and vy,
(see Fig. 4, inset). Further, we express the carrier density
and bias in terms of n,=euF),/(4mel) and F, L, with

L =NI. This yields the time and current units
'rp=(rnc)_1 and Jy=evyn,. In our sample

n,~5.5%10"7 cm™3 and Fy L ~5.2 V, and we estimate
7, ~10 ns [note that r and, thus, 7, depend on F (Ref.
25)]. As discussed below, Tp determines the time scale of
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FIG. 5. Calculated contour plot of F/F,, as a function of
t/7, and the quantum-well index k for y7,/nc=2X 1073 and
V /(FpL)=1.2; the contour spacing is 0.2. Notice that the field
is uniform at ¢ =0. Domains are already defined at ¢t ~57,, and
the wall oscillates for ¢ 2 107,. The theoretical time dependence
of the normalized current density, J /J,,, is shown in the inset.
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the oscillations.

Stationary solutions to (1)-(3) follow a discrete map-
ping of the form F; _,=f(F,;y,J) which, depending on
the parameters, has either one or three fixed points.?
The latter is a necessary condition for EFD’s. Let F,,
and F), be as in the inset of Fig. 4. For voltages between
the two maxima, we find nonuniform solutions with fields
&, and &y separated by a domain wall. The fields are
such that &6, <Fy (or Fy<§&;<F,) and
F,, <&y <Fyp,* in agreement with data reported in Ref.
18. Using linear stability analyses, we determined the re-
gion shown in Fig. 4 for which the EFD (uniform field) is
stable (unstable). In general, there are two or more solu-
tions at a given V with a similar field profile, but with the
wall displaced by one or more wells. Consistent with ex-
periments, this gives rise to hysteresis and flat, ratchetlike
I-V traces similar to that in Fig. 1(b). The magnitude of
these effects increases with increasing y.%°

To extract time-dependent magnitudes from our mod-
el, we solved (1)—(3) using standard numerical methods.®
In the simulations, we fix V and let the system evolve
after the illumination is turned on at # =0. Theory agrees
with experiments in that oscillations of period ~O(7,)
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exist for voltages corresponding to dv/dF <O (see Fig. 4).
The oscillatory behavior is found in a ¥ window compris-
ing stable but also unstable (y7,/nc <5X 1073) station-
ary domains. The experiments obey the prediction that
there are no oscillations at large powers where the system
becomes overdamped. Typical results for F(z) and J(¢)
are shown in Fig. 5. As anticipated, the calculations
clearly identify the origin of the oscillations as due to the
movement of the EFD boundary. This motion leads to
current vs ¢ traces like the one in the inset. Qualitatively,
the theoretical ¥ and y dependences of the frequency (not
shown) agree well with the measurements, in that Q
varies by at most a factor of 2 in the oscillatory range.
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