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#### Abstract

Given a square pencil $A+\lambda B$, where $A$ and $B$ are complex matrices, we consider the problem of finding the singular pencil nearest to it in the Frobenius distance. This problem is known to be very difficult, and the few algorithms available in the literature can only deal efficiently with pencils of very small size. We show that the problem is equivalent to minimizing a certain objective function over the Riemannian manifold $S U(n) \times S U(n)$, where $S U(n)$ denotes the special unitary group. With minor modifications, the same approach extends to the case of finding a nearest singular pencil with a specified minimal index. This novel perspective is based on the generalized Schur form of pencils, and yields a competitive numerical method, by pairing it with an algorithm capable of doing optimization on a Riemannian manifold. We provide numerical experiments that show that the resulting method allows us to deal with pencils of much larger size than alternative techniques, yielding candidate minimizers of comparable or better quality. In the course of our analysis, we also obtain a number of new theoretical results related to the generalized Schur form of a (regular or singular) square pencil and to the minimal index of a singular square pencil whose nullity is 1 .
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1. Introduction. Let $A, B \in \mathbb{C}^{n \times n}$ be a pair of square matrices over the complex field. Linear polynomial matrices of the form $A+\lambda B$ are called matrix pencils [10]. Matrix pencils are important in a variety of applications; namely, it is often required to solve the generalized eigenvalue problem, which consists of finding the values $\mu \in \mathbb{C} \cup\{\infty\}$ such that $\operatorname{rank}(A+\mu B)<\operatorname{rank}(A+\lambda B)$, where we conventionally agree $A+\infty B:=B$ and $\operatorname{rank}(A+\lambda B)$ is the normal rank of the pencil, that is, the largest size of a minor of $A+\lambda B$ which is not the identically zero polynomial in $\lambda$. Sometimes, it is also of interest to compute other quantities such as eigenvectors or, if appropriate, minimal indices and minimal bases. Generalized eigenvalue problems arise in many applications including for example discretization of PDEs, control, differential algebraic equations, and linearization of more general nonlinear eigenvalue problems. See, for instance, [19, 25] and the references therein. The square matrix pencil $A+\lambda B$ is called regular if $\operatorname{det}(A+\lambda B) \not \equiv 0$ and singular otherwise. It is immediate from this definition that singular $n \times n$ pencils are a proper Zariski closed subset of the set of all $n \times n$ pencils, and in particular they are therefore nowhere dense.

On the other hand, there is a remarkable difference between regular and singular pencils when dealing with the associated eigenvalue problems [25]. Recently some progress has been made to advance both the theory $[8,20]$ and the numerical so-

[^0]lution $[14,17,20]$ of singular generalized eigenvalue problems. Nevertheless, in the regular case, both the spectral theory and the design and analysis of numerical methods simplify considerably. Furthermore, for certain applications regularity is crucial. For instance, in the context of systems of linear algebraic-differential equations, the existence of a unique solution to the original problem is only guaranteed when the associated pencil is regular $[12,18,19]$. This motivates the problem, given a regular pencil, to compute the distance to the nearest singular pencil of the same size as well as the singular pencil that minimizes this distance, which was posed in [5]. In the literature, some attention has also been received by some variants of the problem, such as for example certain structured versions of the nearest singular pencil problem [23] or the extension to polynomial matrices of possibly higher degrees [6, 12].

The quest for the nearest singular pencil was first launched by Byers, He and Mehrmann [5], who collected several lower and upper bounds and proposed several characterizations of the distance to singularity but could not provide an exact solution except in selected very special cases. Later, several numerical methods to approximate a solution were proposed $[6,11,13,18,21]$. However, the tasks of computing the distance to singularity and/or a nearest singular pencil were soon recognised to be extremely difficult: the number of local minima seems to increase fast with the size of the pencil (see Subsection 6.4 for some experiments), making it hard to find the global optimum.

Moreover, the existing numerical algorithms are not particularly efficient; for example each iteration of the algorithm in [11] has an asymptotic complexity of $O\left(n^{12}\right)$ flops for an $n \times n$ input pencil. While there is no explicit complexity analysis for the algorithms in $[6,13,21]$, the heuristics is not promising when $n$ is large. It was observed in [18] that the method of [21] can exhibit very slow convergence and is only practical for very small sizes. The algorithm in [13] has been perhaps the best available method for some years, but no efficient implementation is available and in [13] the algorithm could only be tested against extremely small examples $(n \leq 8)$. In the very recent paper [6], significant progress was achieved as a method based on ideas already mentioned in [5] was implemented efficiently, and not only for pencils but generally for polynomial matrices of any degree: To quote the authors, the resulting algorithm is efficient "for problems that are not large" [6, Section 10], and again [6] only reports tests on extremely small inputs $(n \leq 8)$.

Generally, the existing methods rely on either (i) ODE-based techniques [12, 13], or (ii) structured perturbations of (potentially very large) block Toeplitz matrices containing the coefficients of the pencil as blocks [5, 11, 21], or (iii) other related structured optimization problems also involving matrices containing the coefficients of the pencil as blocks [6]. In this paper, we take instead a completely different approach by following the lead of Noferini and Poloni, who recently applied Riemannian optimization techniques to compute the matrix nearest to a given one and having all the eigenvalues in a prescribed region $\Omega$ [22]. Evidence was given in [22] that, for the nearest $\Omega$-stable matrix problem, the Riemannian optimization approach dramatically outperformed other numerical methods for input matrices of small to moderate size (up to a few hundreds). In [22] the nearest stable matrix problem was recast as an optimization problem on the manifold of unitary (or orthogonal) matrices. In this paper, we crucially show that several of the main ideas of [22] can be extended to the nearest singular pencil problem. Namely, we prove that also this problem is equivalent to a certain optimitazion task on a Riemannian manifold: in this case, the manifold is the Cartesian product of the manifold of unitary matrices times itself. This strategy allows us to devise an algorithm that (a) utterly outshines its predecessors in terms
of speed, with the only exception of pencils of very small size where the method of [6] can be faster, (b) often provides an improvement in the quality of the computed minima, and (c) allows us, for the first time, to efficiently tackle inputs whose size is not extremely small (the largest size for which we ran experiments is $n=200$, see Subsection 6.2).

It is worth mentioning that, in some applications, the problem of finding the nearest real singular pencil to a given real pencil is also of interest. We anticipate that even this real variant of the problem is equivalent to a Riemannian optimization task, this time on the Cartesian product of the manifold of orthogonal matrices times itself. However, while the basic ideas are similar, certain key parts of the algorithm become much more technical in the real case due to the presence of $2 \times 2$ diagonal blocks in the real generalized Schur form. To keep the length of the present article reasonable, we thus postpone the analysis of the real version of the method to future research, and we only focus on the complex case here.

The structure of the manuscript is as follows. In Section 2, we state the nearest singular pencil problem precisely and provide some initial observations. In Section 3 , we show that the problem is equivalent to the minimization of a certain objective function on the manifold of ordered pairs of unitary matrices; consequently, we devise an algorithm capable of solving the latter optimization task. In Section 4, we consider a variant of the nearest singular pencil problem, namely, the problem of finding the nearest singular pencil having a prescribed value of its (right) minimal index: It turns out that a simple modification of our algorithm can solve this problem too by means of Riemannian optimization, and along the way we also prove some theoretical results on square singular pencils that might be interesting per se. In Section 5 we briefly describe our practical implementation of the algorithm, and in Section 6 we report a number of numerical experiments to highlight the features of the proposed method. We finally draw some conclusions in Section 7. Finally, the statement and proof of some technical results on Schur forms of regular pencils are given in Appendix A.
2. The nearest singular pencil problem. A pencil over $\mathbb{C}$ is a polynomial of degree at most 1 whose coefficients are matrices (of the same size) with complex entries. We define $\mathbb{C}[\lambda]_{1}^{n \times n}$ to be the vector space of $n \times n$ pencils over $\mathbb{C}$, that is, the space $\mathbb{C}[\lambda]_{1}^{n \times n}:=\left\{A+\lambda B\right.$ s.t. $\left.A, B \in \mathbb{C}^{n \times n}\right\}$. Clearly, $\mathbb{C}[\lambda]_{1}^{n \times n} \cong \mathbb{C}^{2 n^{2}}$, and therefore $\mathbb{C}[\lambda]_{1}^{n \times n}$ can be equipped with the Euclidean norm $\|A+\lambda B\|_{F}$ whose square is defined as follows

$$
\|A+\lambda B\|_{F}^{2}:=\sum_{i, j=1}^{n}\left(\left|A_{i j}\right|^{2}+\left|B_{i j}\right|^{2}\right)=\left\|\left[\begin{array}{l}
A  \tag{2.1}\\
B
\end{array}\right]\right\|_{F}^{2}=\left\|\left[\begin{array}{ll}
A & B
\end{array}\right]\right\|_{F}^{2},
$$

where $\|\cdot\|_{F}$ is the Frobenius matrix norm and, for $a \in \mathbb{C},|a|$ is the modulus of $a$. The norm (2.1) induces a distance

$$
\begin{equation*}
d(A+\lambda B, S+\lambda T):=\|(A-S)+\lambda(B-T)\|_{F} \tag{2.2}
\end{equation*}
$$

Throughout the paper, we always refer to (2.2) when speaking of the distance between two pencils or of the singular pencil nearest to a given one. The problem of our interest can be formulated as follows:

Problem 2.1. Given $A+\lambda B \in \mathbb{C}[\lambda]_{1}^{n \times n}$, compute both the minimum and a minimizer of the distance function $d(A+\lambda B, S+\lambda T)$ (2.2) amongst all pencils $S+\lambda T \epsilon$ $\mathbb{C}[\lambda]_{1}^{n \times n}$ that are singular, that is, $\operatorname{det}(S+\lambda T) \equiv 0$.

For practical purposes, in the following it will be convenient to express Problem 2.1 as the minimization of the square distance; the equivalence is clear since $x \mapsto x^{2}$ is increasing on $[0, \infty[$. More explicitly, we equivalently express the problem as the computation of

$$
\begin{equation*}
\min _{S+\lambda T \in \mathcal{S}_{n}}[d(A+\lambda B, S+\lambda T)]^{2} \tag{2.3}
\end{equation*}
$$

as well as its argument minimum, where $\mathcal{S}_{n}$ denotes the subset of the singular pencils in $\mathbb{C}[\lambda]_{1}^{n \times n}$.

## 3. A Riemannian algorithm for the nearest complex singular pencil.

3.1. Reformulating the problem. We denote now by $U(n)$ the set of $n \times n$ unitary matrices and by $S U(n)$ the special unitary group, that is, the set of $n \times n$ unitary matrices with determinant 1. Our most basic tool is the generalized Schur form of a pencil.

Lemma 3.1 (Stewart [24]). For any pair $A, B \in \mathbb{C}^{n \times n}$ there exist $Q, Z \in U(n)$ such that $Q A Z$ and $Q B Z$ are both upper triangular.
The upper triangular pencil $Q A Z+\lambda Q B Z$ given by the matrices in Lemma 3.1 is called a generalized Schur form of $A+\lambda B$. It is easy to see that each pencil has infinitely many generalized Schur forms.

Next, we aim to extend the ideas first developed in [22] to Problem 2.1. To this goal, we first observe that it is easy to characterize singular triangular pencils.

Lemma 3.2. An upper triangular square pencil $A+\lambda B$ is singular if and only if it has at least one zero diagonal element.

Proof. It suffices to observe that the determinant of a triangular pencil is the product of the diagonal elements of the pencil.

Lemma 3.2 allows us to find the nearest singular upper triangular pencil in a straightforward manner. This is outlined in Proposition 3.3.

Proposition 3.3. Let $A+\lambda B \in \mathbb{C}[\lambda]_{1}^{n \times n}$. Let $k$ be any index such that $\left|A_{k k}\right|^{2}+$ $\left|B_{k k}\right|^{2}$ is minimal over the diagonal entries of $A+\lambda B$. An upper triangular singular pencil nearest to $A+\lambda B$ is $\mathcal{P}(A)+\lambda \mathcal{P}(B)$ where

$$
\mathcal{P}(A)_{i j}=\left\{\begin{array}{ll}
A_{i j} & \text { if } i<j \text { or } i=j \neq k ; \\
0 & \text { otherwise } ;
\end{array} \quad \mathcal{P}(B)_{i j}= \begin{cases}B_{i j} & \text { if } i<j \text { or } i=j \neq k \\
0 & \text { otherwise }\end{cases}\right.
$$

In particular, the squared distance to $A+\lambda B$ from $\mathcal{P}(A)+\lambda \mathcal{P}(B)$ is

$$
\begin{equation*}
\mathcal{F}(A+\lambda B)=\sum_{i>j}\left(\left|A_{i j}\right|^{2}+\left|B_{i j}\right|^{2}\right)+\min _{1 \leq i \leq n}\left(\left|A_{i i}\right|^{2}+\left|B_{i i}\right|^{2}\right) . \tag{3.1}
\end{equation*}
$$

Proof. For upper triangularity, it is necessary that the strictly lower triangular part of the minimizer is zero. To minimize the distance, one cannot do any better than preserving the strictly upper triangular part of $A, B$ in the minimizer, which is certainly possible. Finally, it is necessary for the singularity to annihilate in the minimizer at least one diagonal element of $A+\lambda B$, and to annihilate just one is neccessary for minimizing the distance; the definition of $k$ makes sure that the distance is indeed minimized.

Fix now $A+\lambda B \in \mathbb{C}[\lambda]_{1}^{n \times n}$. Proposition 3.3 can be used, with the help of Lemmas 3.1 and 3.2, to characterize the singular pencil $S+\lambda T \in \mathbb{C}[\lambda]_{1}^{n \times n}$ nearest to $A+\lambda B$. To this goal, recall that $\mathcal{S}_{n} \subset \mathbb{C}[\lambda]_{1}^{n \times n}$ is the subset of singular pencils and denote by $\mathcal{T}_{n} \subset \mathbb{C}[\lambda]_{1}^{n \times n}$ the subset of singular upper triangular pencils. For any pair of unitary matrices $(Q, Z) \in U(n) \times U(n)$ define the function

$$
\begin{equation*}
f(Q, Z):=\mathcal{F}(Q A Z+\lambda Q B Z)=[d(Q A Z+\lambda Q B Z, \mathcal{P}(Q A Z)+\lambda \mathcal{P}(Q B Z))]^{2} \tag{3.2}
\end{equation*}
$$

where $\mathcal{F}$ and $\mathcal{P}$ are as in Proposition 3.3 and $d$ is as in (2.2). It turns out that Problem 2.1 is equivalent to computing

$$
\begin{equation*}
\min _{(Q, Z) \in U(n) \times U(n)} f(Q, Z) \tag{3.3}
\end{equation*}
$$

as well as an argument minimum $\left(Q_{0}, Z_{0}\right)$. Theorem 3.4 below states this result more formally.

Theorem 3.4. Let $A+\lambda B \in \mathbb{C}[\lambda]_{1}^{n \times n}$. Let $f(Q, Z)$ be the function on $U(n) \times U(n)$ defined by (3.2). Then:

1. The optimization problems (2.3) and (3.3) have the same minimum value;
2. The pair of unitary matrices $\left(Q_{0}, Z_{0}\right)$ is a global (resp. local) minimizer for (3.3) if and only if the pencil $Q_{0}^{*} \mathcal{P}\left(Q_{0} A Z_{0}\right) Z_{0}^{*}+\lambda Q_{0}^{*} \mathcal{P}\left(Q_{0} B Z_{0}\right) Z_{0}^{*}$ is a global (resp. local) minimizer for (2.3).
Proof. Taking a generalized Schur form of the optimization variables of (2.3), say, $X=Q S Z, Y=Q T Z$ we obtain the equivalence

$$
\begin{aligned}
& \min _{S+\lambda T \in \mathcal{S}_{n}}\|(A-S)+\lambda(B-T)\|_{F}^{2}=\min _{Q, Z \in U(n)} \min _{X+\lambda Y \in \mathcal{T}_{n}}\left\|\left(A-Q^{*} X Z^{*}\right)+\lambda\left(B-Q^{*} Y Z^{*}\right)\right\|_{F}^{2} \\
& \quad=\min _{Q, Z \in U(n)} \min _{X+\lambda Y \in \mathcal{T}_{n}}\|(Q A Z-X)+\lambda(Q B Z-Y)\|_{F}^{2}=\min _{Q, Z \in U(n)} \mathcal{F}(Q A Z+\lambda Q B Z),
\end{aligned}
$$

having used Proposition 3.3 in the last step. This equation proves item 1 immediately; and, using again Proposition 3.3, item 2 also follows.

This yields a method: we can minimize the objective function $f(Q, Z)$ over $U(n) \times U(n)$ to compute the nearest singular pencil. Any algorithm capable of doing optimization on Riemannian manifolds can thus be employed, as long as we input the right manifold and objective function.

REMARK 3.5. Observe that, in the statement of Theorem 3.4, we can replace $U(n)$ by $S U(n)$. To see why, it suffices to consider the following refinement of Lemma 3.1.

Lemma 3.6. In Lemma 3.1, without loss of generality one can take $Q, Z \in S U(n)$.
Proof. Let $Q^{\prime}, Z^{\prime} \in U(n)$ be such that $Q^{\prime} A Z^{\prime}, Q^{\prime} B Z^{\prime}$ are upper triangular, and define $Q=\left(I_{n-1} \oplus \frac{1}{\operatorname{det} Q^{\prime}}\right) Q^{\prime}, Z=Z^{\prime}\left(I_{n-1} \oplus \frac{1}{\operatorname{det} Z^{\prime}}\right)$. Clearly $Q, Z \in S U(n)$ and $Q A Z, Q B Z$ are also upper triangular.
It follows that we may implement our method using $S U(n) \times S U(n)$ as our search space. In the implementation used for the numerical experiments in this paper, however, we have used the manifold $U(n) \times U(n)$, for the practical reason that $U(n)$, but not $S U(n)$, is built-in in the MATLAB toolbox Manopt [4]. This might have led to suboptimal running times in the numerical tests presented in Section 6.

It is worth noting that, even when the problem is cast in the form (3.3), it remains extremely difficult to solve numerically. Indeed, the optimization problem (3.3) is
highly non-convex, and as such our method can only yield a locally minimal solution to the problem. However, as will be seen in Section 6, the presented method gives competitive solutions when compared with other methods found in the literature such as $[5,6,13]$.
3.2. Riemannian optimization algorithm. The cost function $f(Q, Z)$ in (3.3), that we want to minimize over $U(n) \times U(n)$, can be written more explicitly as

$$
\begin{equation*}
f(Q, Z)=\sum_{i>j}\left(\left|(Q A Z)_{i j}\right|^{2}+\left|(Q B Z)_{i j}\right|^{2}\right)+\min _{1 \leq i \leq n}\left(\left|(Q A Z)_{i i}\right|^{2}+\left|(Q B Z)_{i i}\right|^{2}\right) . \tag{3.4}
\end{equation*}
$$

In order to express some results for $f(Q, Z)$ concisely, we define a function $L$ on any pencil of matrices $C+\lambda D \in \mathbb{C}[\lambda]_{1}^{n \times n}$ as $L(C)+\lambda L(D):=(C-\mathcal{P}(C))+\lambda(D-\mathcal{P}(D))$, where $\mathcal{P}$ is as in Proposition 3.3, i.e. $\mathcal{P}(C)+\lambda \mathcal{P}(D)$ is an upper triangular singular pencil nearest to $C+\lambda D$. In this setting, (3.4) can be equivalently written as

$$
\begin{equation*}
f(Q, Z)=\|L(Q A Z)\|_{F}^{2}+\|L(Q B Z)\|_{F}^{2} \tag{3.5}
\end{equation*}
$$

Therefore, our algorithm aims to minimize this objective function over the Riemannian manifold $U(n) \times U(n)$. We use the MATLAB package Manopt [4] version 7.1 as a toolbox to perform optimization on manifolds, and in particular Manopt's implementation of the trust-region method [1]. Necessary ingredients for the relevant Manopt's subroutines are the Riemannian gradient and the Riemannian Hessian [3] of the objective function. Next, we discuss how to obtain these quantities.

The Riemannian gradient of the objective function in the embedded manifold $U(n) \times U(n) \subset \mathbb{C}^{n \times n} \times \mathbb{C}^{n \times n}$ can be computed by first computing the standard Euclidean gradient in the real vector ambient space $\mathbb{C}^{n \times n} \times \mathbb{C}^{n \times n} \cong \mathbb{R}^{4 n^{2}}$, and then performing an orthogonal projection onto the tangent space $T_{(Q, Z)}(U(n) \times U(n))$ of $U(n) \times U(n)$ at $(Q, Z)$ [3, Proposition 3.61]. This orthogonal projection is defined with respect to the following real inner product in $\mathbb{C}^{n \times n} \times \mathbb{C}^{n \times n}$ :

$$
\begin{equation*}
\left\langle\left(A_{1}, A_{2}\right),\left(B_{1}, B_{2}\right)\right\rangle:=\operatorname{Re}\left(\operatorname{trace}\left(A_{1}^{*} B_{1}\right)+\operatorname{trace}\left(A_{2}^{*} B_{2}\right)\right) \tag{3.6}
\end{equation*}
$$

for $\left(A_{1}, A_{2}\right),\left(B_{1}, B_{2}\right) \in \mathbb{C}^{n \times n} \times \mathbb{C}^{n \times n}$, which is induced by the real inner product $\langle A, B\rangle:=\operatorname{Re}\left(\operatorname{trace}\left(A^{*} B\right)\right)$ in $\mathbb{C}^{n \times n}$. The tangent space of a Cartesian product is the Cartesian product of the tangent spaces [3, Proposition 3.20], that is,

$$
T_{(Q, Z)}(U(n) \times U(n))=T_{Q} U(n) \times T_{Z} U(n)
$$

Moreover, the tangent space in $\mathbb{C}^{n \times n}$ of the manifold of unitary matrices at the unitary matrix $Q$ is $T_{Q} U(n)=\left\{Q S: S=-S^{*}\right\}[2$, Lemma 3.2]. It is a simple exercise to check that, with respect to the inner product $\langle A, B\rangle:=\operatorname{Re}\left(\operatorname{trace}\left(A^{*} B\right)\right)$, the orthogonal projection $\pi_{T_{Q} U(n)}$ of a matrix $M \in \mathbb{C}^{n \times n}$ onto the tangent space $T_{Q} U(n)$ is given by the skew-Hermitian projection $\operatorname{skew}(M)=\frac{1}{2}\left(M-M^{*}\right)$ as $\pi_{T_{Q} U(n)}(M)=$ $Q$ skew $\left(Q^{*} M\right)$, and similarly for the tangent space $T_{Z} U(n)$. As a consequence, the orthogonal projection of $(A, B) \in \mathbb{C}^{n \times n} \times \mathbb{C}^{n \times n}$ onto the tangent space $T_{(Q, Z)}(U(n) \times$ $U(n))$ is then

$$
\operatorname{Proj}_{(Q, Z)}(A, B)=\left(\pi_{T_{Q} U(n)}(A), \pi_{T_{Z} U(n)}(B)\right)
$$

Thus, once we have computed the Euclidean gradient of the objective function (which we will do in Subsection 3.3) we are fully equipped to then project it and obtain the Riemannian gradient.

In the case of a Riemannian submanifold $\mathcal{M}$ of a Euclidean space $\mathcal{E}$, the Riemannian Hessian of a smooth objective function $f: \mathcal{M} \rightarrow \mathbb{R}$ is [3, Corollary 5.16]

$$
\begin{equation*}
\operatorname{Hess}_{R} f(x)[u]=\operatorname{Proj}_{x}(\mathrm{D} \bar{G}(x)[u]) \tag{3.7}
\end{equation*}
$$

where $\operatorname{Proj}_{x}$ denotes the orthogonal projection onto $T_{x} \mathcal{M}$, the tangent space of $\mathcal{M}$ at $x$, and $\mathrm{D} \bar{G}(x)[u]$ denotes the directional derivative at $x \in \mathcal{M}$ of the vector field $\bar{G}$ in the direction $u \in T_{x} \mathcal{M}$. Here, $\bar{G}$ is any smooth vector field defined on a neighborhood of the manifold $\mathcal{M}$ in the embedding space $\mathcal{E}$ such that $\bar{G}(x)=\operatorname{Proj}_{x}(\nabla f(x))$ for all $x \in \mathcal{M}$, where $\nabla f(x)$ refers to the Euclidean gradient of the function $f$. In other words, $\bar{G}$ is a smooth extension of the Riemannian gradient of $f$. Our objective function $f(Q, Z)$ in (3.4) is smooth almost everywhere, and so obeys this equality well in practice.

The analytic expression of $\operatorname{Proj}_{x}(\nabla f(x))$ often provides a smooth extension of the Riemannian gradient in a natural manner. In practice however, computing $\operatorname{Proj}_{x}(\mathrm{D} \bar{G}(x)[u])$ via the expression of $\bar{G}(x)$ is not always the least laborious approach. In the case of the manifold $U(n) \times U(n)$, the Riemannian Hessian can be computed via the Euclidean Hessian, $\operatorname{Hess}_{E} f(x)$, as given by Lemma 3.7.

In Lemma 3.7 and throughout the paper, we define operations on ordered pairs as elementwise operations. In particular, we define the addition of two ordered pairs $\left(A_{1}, A_{2}\right),\left(B_{1}, B_{2}\right) \in \mathbb{C}^{n \times n} \times \mathbb{C}^{n \times n}$ by $\left(A_{1}, A_{2}\right)+\left(B_{1}, B_{2}\right):=\left(A_{1}+B_{1}, A_{2}+B_{2}\right)$, their multiplication by $\left(A_{1}, A_{2}\right) \cdot\left(B_{1}, B_{2}\right):=\left(A_{1} B_{1}, A_{2} B_{2}\right)$, and the operation of taking the conjugate transpose by $\left(A_{1}, A_{2}\right)^{*}:=\left(A_{1}^{*}, A_{2}^{*}\right)$. Moreover, the orthogonal projections are considered with respect to the inner product (3.6).

Lemma 3.7. Let $f: U(n) \times U(n) \longrightarrow \mathbb{R}$ be a smooth function. Then, for any $x \in U(n) \times U(n)$ and $u \in T_{x}(U(n) \times U(n))$, it holds that

$$
\operatorname{Hess}_{R} f(x)[u]=\operatorname{Proj}_{x}\left(\operatorname{Hess}_{E} f(x)[u]-\frac{1}{2} u\left(x^{*} \nabla f(x)+\nabla f(x)^{*} x\right)\right)
$$

where the Euclidean gradient $\nabla f(x) \in \mathbb{C}^{n \times n} \times \mathbb{C}^{n \times n}$ at $x=\left(x_{1}, x_{2}\right)$ is the ordered pair defined as

$$
\nabla f(x)=\left(\nabla_{x_{1}} f\left(x_{1}, x_{2}\right), \nabla_{x_{2}} f\left(x_{1}, x_{2}\right)\right)
$$

with $\nabla_{x_{i}} f\left(x_{1}, x_{2}\right)$ the Euclidean gradient with respect to the argument $x_{i} \in \mathbb{C}^{n \times n}$ for $i=1,2$.

Proof. Let us use $\operatorname{Proj}_{x}(\nabla f(x))$ as the choice for the smooth extension $\bar{G}(x)$ in (3.7). Substituting this into (3.7) yields

$$
\begin{aligned}
\operatorname{Hess}_{R} f(x)[u] & =\operatorname{Proj}_{x}(\mathrm{D} \bar{G}(x)[u])=\operatorname{Proj}_{x}\left(\mathrm{DProj}_{x}(\nabla f(x))[u]\right) \\
& =\operatorname{Proj}_{x}(\mathrm{D} \nabla f(x)[u])-\operatorname{Proj}_{x}\left(\mathrm{D}\left(I-\operatorname{Proj}_{x}\right)(\nabla f(x))[u]\right)
\end{aligned}
$$

Since $\operatorname{Hess}_{E} f(x)[u]=\mathrm{D} \nabla f(x)[u]$, it only remains to show that

$$
\begin{equation*}
\operatorname{Proj}_{x}\left(\mathrm{D}\left(I-\operatorname{Proj}_{x}\right)(\nabla f(x))[u]\right)=\operatorname{Proj}_{x}\left(\frac{1}{2} u\left(x^{*} \nabla f(x)+\nabla f(x)^{*} x\right)\right) \tag{3.8}
\end{equation*}
$$

Let us recall that

$$
\left(I-\operatorname{Proj}_{x}\right)(\nabla f(x))=\frac{1}{2} x\left(x^{*} \nabla f(x)+\nabla f(x)^{*} x\right)
$$

Then,

$$
\begin{aligned}
\mathrm{D}\left(I-\operatorname{Proj}_{x}\right)(\nabla f(x))[u]= & \frac{1}{2} x\left(x^{*} \operatorname{Hess}_{E} f(x)[u]+\operatorname{Hess}_{E} f(x)[u]^{*} x\right) \\
& +\frac{1}{2}\left(u \nabla f(x)^{*} x+x \nabla f(x)^{*} u\right) \\
= & \left(I-\operatorname{Proj}_{x}\right)\left(\operatorname{Hess}_{E} f(x)[u]\right)+\frac{1}{2}\left(u \nabla f(x)^{*} x+x \nabla f(x)^{*} u\right)
\end{aligned}
$$

When we apply $\operatorname{Proj}_{x}$ again, the first term becomes zero. Hence, the left hand side of (3.8) becomes

$$
\begin{array}{r}
\operatorname{Proj}_{x}\left(\mathrm{D}\left(I-\operatorname{Proj}_{x}\right)(\nabla f(x))[u]\right)=\operatorname{Proj}_{x}\left(\frac{1}{2}\left(u \nabla f(x)^{*} x+x \nabla f(x)^{*} u\right)\right) \\
=\frac{1}{4}\left(u \nabla f(x)^{*} x-\nabla f(x) u^{*} x\right)+\frac{1}{4}\left(x \nabla f(x)^{*} u-x u^{*} \nabla f(x)\right) .
\end{array}
$$

On the other hand the right hand side of (3.8) is

$$
\begin{aligned}
\operatorname{Proj}_{x}\left(\frac{1}{2} u\left(x^{*} \nabla f(x)+\nabla f(x)^{*} x\right)\right)= & \frac{1}{4}\left(u x^{*} \nabla f(x)-x \nabla f(x)^{*} x u^{*} x\right) \\
& +\frac{1}{4}\left(u \nabla f(x)^{*} x-\nabla f(x) u^{*} x\right)
\end{aligned}
$$

As $u \in T_{x}(U(n) \times U(n))=\left\{x_{1} S: S=-S^{*}\right\} \times\left\{x_{2} S: S=-S^{*}\right\}$, where $x=\left(x_{1}, x_{2}\right)$, it holds that $x u^{*}=-u x^{*}$. Then, $u x^{*} \nabla f(x)=-x u^{*} \nabla f(x)$ and $x \nabla f(x)^{*} x u^{*} x=$ $-x \nabla f(x)^{*} u$. Thus, the equality in (3.8) holds.

Lemma 3.7 lets us compute the Riemannian Hessian via the Euclidean Hessian and the Euclidean gradient. In order to use this approach, we derive an expression for the Euclidean Hessian of the objective function in Subsection 3.4.
3.3. The Euclidean gradient of the objective function. In this subsection we aim to compute the Euclidean gradient

$$
\nabla f(Q, Z):=\left(\nabla_{Q} f(Q, Z), \nabla_{Z} f(Q, Z)\right) \in \mathbb{C}^{n \times n} \times \mathbb{C}^{n \times n}
$$

where the right hand side is an ordered pair consisting of the gradients with respect to the arguments $Q$ and $Z$. Note that, generally, $f(Q, Z)$ is not differentiable; however, it is almost everywhere differentiable, so that in practice we can expect the gradient to exist when evaluating it in our numerical algorithm.

To this goal, motivated by (3.5), let us first consider a univariate function $g(Q):=$ $\|L(Q A Z)\|_{F}^{2}$ which can in turn be seen as a composition $g=g_{1} \circ g_{2}$, where $g_{1}(X)=$ $\|X\|_{F}^{2}$ and $g_{2}(X)=L(X A Z)$. The directional derivatives of $g_{1}$ and $g_{2}$ are, respectively,

$$
\begin{aligned}
& \mathrm{D} g_{1}(Q)[X]=2 \operatorname{Re}\left(\operatorname{trace}\left(Q^{*} X\right)\right), \\
& \mathrm{D} g_{2}(Q)[X]=L(X A Z)
\end{aligned}
$$

By the chain rule, it follows that

$$
\begin{aligned}
\mathrm{D} g(Q)[X] & =\left(\mathrm{D} g_{1}\left(g_{2}(Q)\right) \circ \mathrm{D} g_{2}(Q)\right)[X] \\
& =2 \operatorname{Re}\left(\operatorname{trace}\left(L(Q A Z)^{*} L(X A Z)\right)\right) \\
& =2 \operatorname{Re}\left(\operatorname{trace}\left(\left(L(Q A Z)(A Z)^{*}\right)^{*} X\right)\right)
\end{aligned}
$$

The gradient $\nabla_{Q} g(Q)$ is the unique vector which satisfies

$$
\mathrm{D} g(Q)[X]=\left\langle\nabla_{Q} g(Q), X\right\rangle=\operatorname{Re}\left(\operatorname{trace}\left(\nabla_{Q} g(Q)^{*} X\right)\right)
$$

for all $X$. Hence, the gradient is $\nabla_{Q} g(Q)=2 L(Q A Z)(A Z)^{*}$.
An analogous result holds for $\|L(Q B Z)\|_{F}^{2}$ and so

$$
\begin{equation*}
\nabla_{Q} f(Q, Z)=2 L(Q A Z)(A Z)^{*}+2 L(Q B Z)(B Z)^{*} \tag{3.9}
\end{equation*}
$$

We can compute $\nabla_{Z} f(Q, Z)$ from the formula for $\nabla_{Q} f(Q, Z)$ by transposing the matrices in an appropriate manner, which yields

$$
\nabla_{Z} f(Q, Z)=2(Q A)^{*} L(Q A Z)+2(Q B)^{*} L(Q B Z)
$$

3.4. The Euclidean Hessian of the objective function. The Euclidean Hessian is defined via the directional derivative of the gradient [3, p. 24]. In other words, we are interested in

$$
\operatorname{Hess}_{E} f(Q, Z)[d]:=\mathrm{D} \nabla f(Q, Z)[d]=\left(\mathrm{D} \nabla_{Q} f(Q, Z)[d], \mathrm{D} \nabla_{Z} f(Q, Z)[d]\right),
$$

where $d$ is the vector representing the direction. Here, $d$ is an ordered pair $d:=$ $\left(d_{Q}, d_{Z}\right) \in \mathbb{C}^{n \times n} \times \mathbb{C}^{n \times n}$, where $d_{Q}$ and $d_{Z}$ are the matrix directions for the matrices $Q$ and $Z$, respectively. The rightmost expression is an ordered pair consisting of the directional derivatives of $\nabla_{Q} f(Q, Z)$ and $\nabla_{Z} f(Q, Z)$, respectively.

Consider again the function $g(Q):=\|L(Q A Z)\|_{F}^{2}$. Its gradient was computed to be $\nabla_{Q} g(Q, Z)=2 L(Q A Z)(A Z)^{*}$ in Subsection 3.3. The directional derivative with respect to $Q$ of $\nabla_{Q} g(Q, Z)$ is

$$
\mathrm{D}^{Q} \nabla_{Q} g(Q, Z)[X]=2 L(X A Z)(A Z)^{*}
$$

Moreover, the directional derivative with respect to $Z$ is

$$
\mathrm{D}^{Z} \nabla_{Q} g(Q, Z)[X]=2 L(Q A X)(A Z)^{*}+2 L(Q A Z)(A X)^{*} .
$$

The directional derivative of $\nabla_{Q} g(Q, Z)$ is the sum of these two evaluated at the matrix directions $d_{Q}$ and $d_{Z}$, respectively:

$$
\mathrm{D} \nabla_{Q} g(Q, Z)\left[d_{Q}, d_{Z}\right]=2 L\left(d_{Q} A Z\right)(A Z)^{*}+2 L\left(Q A d_{Z}\right)(A Z)^{*}+2 L(Q A Z)\left(A d_{Z}\right)^{*}
$$

An analogous result holds for the term $\|L(Q B Z)\|_{F}^{2}$ in (3.5), and so the directional derivative of $\nabla_{Q} f(Q, Z)$ is

$$
\begin{aligned}
\mathrm{D} \nabla_{Q} f(Q, Z)\left[d_{Q}, d_{Z}\right] & =2 L\left(d_{Q} A Z\right)(A Z)^{*}+2 L\left(Q A d_{Z}\right)(A Z)^{*}+2 L(Q A Z)\left(A d_{Z}\right)^{*} \\
& +2 L\left(d_{Q} B Z\right)(B Z)^{*}+2 L\left(Q B d_{Z}\right)(B Z)^{*}+2 L(Q B Z)\left(B d_{Z}\right)^{*}
\end{aligned}
$$

The directional derivative for $\nabla_{Z} f(Q, Z)$ can be computed in a similar way, which yields

$$
\begin{aligned}
\mathrm{D} \nabla_{Z} f(Q, Z)\left[d_{Q}, d_{Z}\right] & =2(Q A)^{*} L\left(d_{Q} A Z\right)+2\left(d_{Q} A\right)^{*} L(Q A Z)+2(Q A)^{*} L\left(Q A d_{Z}\right) \\
& +2(Q B)^{*} L\left(d_{Q} B Z\right)+2\left(d_{Q} B\right)^{*} L(Q B Z)+2(Q B)^{*} L\left(Q B d_{Z}\right)
\end{aligned}
$$

4. Nearest singular pencil with a specified minimal index. It is possible to adapt the Riemannian optimization approach in Section 3 to the problem of finding a nearest singular pencil with a specified minimal index. This requires to first develop several new theoretical results.

Let $\mathcal{S}_{n}^{k} \subset \mathbb{C}[\lambda]_{1}^{n \times n}$ denote the set of singular pencils with normal rank $n-1$ and right minimal index $k$. The set $\mathcal{S}_{n}^{k}$ is not closed and consequently a minimizer of the distance function (2.2) might not be well defined. Instead, we can consider the distance to the set $\mathcal{S}_{n}^{k}$ (i.e., the infimum of the distance function), and construct a pencil in $\mathcal{S}_{n}^{k}$ that is arbitrarily close to this distance. This is stated formally in Problem 4.1.

Problem 4.1. Given a pencil $A+\lambda B \in \mathbb{C}[\lambda]_{1}^{n \times n}$, a nonnegative integer $k \leq n-1$, and a parameter $\epsilon>0$, compute the value

$$
\inf _{S+\lambda T \in \mathcal{S}_{n}^{k}} d(A+\lambda B, S+\lambda T)
$$

and construct a pencil $S_{\epsilon}+\lambda T_{\epsilon} \in \mathcal{S}_{n}^{k}$ such that

$$
d\left(A+\lambda B, S_{\epsilon}+\lambda T_{\epsilon}\right) \leq \inf _{S+\lambda T \epsilon \mathcal{S}_{n}^{k}} d(A+\lambda B, S+\lambda T)+\epsilon
$$

We approach Problem 4.1 by finding a minimizer over the closure of $\mathcal{S}_{n}^{k}$, denoted by $\overline{\mathcal{S}_{n}^{k}}$, and then finding an arbitrarily small perturbation that brings this minimizer back to $\mathcal{S}_{n}^{k}$ (note that $\overline{\mathcal{S}_{n}^{k}}$ being closed guarantees the existence of a minimizer).

Let Schur ${ }_{n}^{k} \subset \mathbb{C}[\lambda]_{1}^{n \times n}$ denote the set of pencils for which there exists a generalized Schur form in which the $k$ th diagonal element is zero. Later in this section, we prove in Theorem 4.3 a result that yields $\operatorname{Schur}_{n}^{k+1} \subseteq \overline{\mathcal{S}_{n}^{k}}$, and we obtain in Lemma 4.4 a result that in turn implies $\mathcal{S}_{n}^{k} \subseteq$ Schur $_{n}^{k+1}$. Finally, we show with Theorem 4.5 that Schur $n_{n}^{k+1}$ is closed. Collectively, these three facts imply that Schur ${ }_{n}^{k+1}=\overline{\mathcal{S}_{n}^{k}}$ (Corollary 4.6). We then solve Problem 4.1 by computing

$$
\begin{equation*}
\min _{S+\lambda T \in \text { Schur }_{n}^{k+1}} d(A+\lambda B, S+\lambda T), \tag{4.1}
\end{equation*}
$$

and use the proof of Theorem 4.3 to find an arbitrarily small perturbation that brings the minimizer to $\mathcal{S}_{n}^{k}$. It is worth observing that the set of $n \times n$ singular complex pencils is precisely $\bigcup_{0 \leq k \leq n-1} \overline{\mathcal{S}_{n}^{k}}$ [7, Theorem 3.2]. Therefore, solving (4.1) for $k=0, \ldots, n-1$ also provides yet another strategy for solving Problem 2.1. This will be illustrated numerically in Subsection 6.6.

In the following, we follow the convention that $L(\infty)$, where $L$ is a polynomial matrix over $\mathbb{C}$ having grade $g$, denotes the $g$-th degree coefficient of $L$, which is allowed to be zero. For brevity, within this section we often omit the dependence on the variable in polynomial matrices and pencils. Recall that a singular polynomial matrix $L$, and thus a pencil, has a rational right null space that is denoted by ker $L$ and that ker $L$ has minimal bases [9]. These minimal bases consist of polynomial vectors whose degrees are the right minimal indices of $L$. Moreover, $L(\lambda)$ stands for the evaluation of $L$ at $\lambda \in \mathbb{C}$. Given a constant matrix $M, \nu(M)$ denotes the nullity of $M$ i.e. the dimension of the right null space of $M$. Finally, $\overline{\mathbb{C}}:=\mathbb{C} \cup\{\infty\}$.

Lemma 4.2. Let $T$ be a singular $n \times n$ upper triangular pencil such that (1) the normal rank of $T$ is $n-1$ and (2) $T$ has no eigenvalues. Let the uppermost zero diagonal element of $T$ be located at position $(k+1, k+1)$. Then, the right minimal index of $T$ is $k$.

Proof. $T$ has the form

$$
T=\left[\begin{array}{ccc}
T_{1} & R_{1} & R_{2}  \tag{4.2}\\
0 & 0 & R_{3} \\
0 & 0 & T_{2}
\end{array}\right]
$$

where $T_{1}$ is a $k \times k$ triangular invertible pencil, $T_{2}$ is an $(n-k-1) \times(n-k-1)$ triangular pencil, and sizes of the other (possibly) full blocks are as follows: $R_{1}$ is $k \times 1, R_{2}$ is $k \times(n-k-1)$ and $R_{3}$ is $1 \times(n-k-1)$. Note that $\left[\begin{array}{l}R_{3} \\ T_{2}\end{array}\right]$ must have full column rank, otherwise dimker $T \geq 2$ contradicting assumption (1). Then, every rational vector in ker $T$ must have the form $\left[\begin{array}{l}p \\ q \\ 0\end{array}\right]$ where $q$ is $1 \times 1$ and $p$ is $k \times 1$. Moreover, it must hold that $T_{1} p=-R_{1} q$. Define $A_{1}=\operatorname{adj}\left(T_{1}\right)$, then a polynomial solution is $q=\operatorname{det}\left(T_{1}\right), p=-A_{1} R_{1}$. Moreover, we henceforth define the grades of $A_{1}$ and $A_{1} R_{1}$ to be $k-1$ and $k$ respectively. To show that the polynomial vector $\left[\begin{array}{c}-A_{1} R_{1} \\ \operatorname{det}\left(T_{1}\right) \\ 0\end{array}\right]$ is a minimal basis of $\operatorname{ker} T$ we use [9, p. 495, Main Theorem, item 2]. For this purpose, let $(\mu, v, w)$ be any eigentriple of $T_{1}$. We claim that $\mu$ has geometric multiplicity 1. In this case, $A_{1}(\mu)=-c v w^{*}$ for some $0 \neq c \in \mathbb{C}[15$, Section 0.8.2]. Hence, $-A_{1}(\mu) R_{1}(\mu)=c v w^{*} R_{1}(\mu)$. (Recall that, if $\mu=\infty, p(\infty)$ is the degree $k$ coefficient of $p$ and $A_{1}(\infty)$ is the degree $k-1$ coefficient of $A_{1}$.) Suppose $A_{1}(\mu) R_{1}(\mu)=0$, then $R_{1}(\mu) \in \operatorname{span}(w)^{\perp}=\operatorname{colspace}\left(T_{1}(\mu)\right)$, which implies

$$
\exists a: R_{1}(\mu)=T_{1}(\mu) a \Rightarrow \nu\left(\left[T_{1}(\mu) \quad R_{1}(\mu)\right]\right) \geq 2
$$

(to see the last step, note that $\left[\begin{array}{l}v \\ 0\end{array}\right]$ and $\left[\begin{array}{c}a \\ -1\end{array}\right]$ must be linearly independent) which is again a contradiction as it leads to the conclusion that $\mu$ is an eigenvalue of $T$. Therefore, $A_{1}(\mu) R_{1}(\mu) \neq 0$ and $\left[\begin{array}{c}-A_{1} R_{1} \\ \operatorname{det}\left(T_{1}\right) \\ 0\end{array}\right]$ is a minimal basis of $\operatorname{ker} T$ with degree $k$.

To conclude the proof, it remains to prove the claim that $\mu$ has geometric multiplicity 1 . To this goal, let $\mu \in \overline{\mathbb{C}}$ be an eigenvalue of $T_{1}$ : then its geometric multiplicity must be 1 , since otherwise

$$
\begin{equation*}
\nu(T(\mu)) \geq \nu\left(T_{1}(\mu)\right) \geq 2 \tag{4.3}
\end{equation*}
$$

Indeed, if $B$ is a full rank matrix such that $T_{1}(\mu) B=0$ then $T(\mu)\left[\begin{array}{c}B \\ 0 \\ 0\end{array}\right]=0$. Hence, (4.3) cannot be true as it would imply that $\mu$ is an eigenvalue of $T$ contradicting assumption (2).

Theorem 4.3. Let $U$ be a singular $n \times n$ upper triangular pencil with a zero diagonal element in the $(k+1, k+1)$ entry. Then, there exists a singular upper triangular pencil $T$ satisfying the following properties: (i) T has normal rank $n-1$ (ii) $T$ has no eigenvalues (iii) $T$ has exactly one zero diagonal element located in the $(k+1, k+1)$ entry (iv) The unique right minimal index of $T$ is equal to $k$ (v) $T$ is arbitrarily close to $U$.

Proof. Let $\epsilon>0$. We first perturb all the diagonal elements in $U$, other than in the $(k+1, k+1)$ position, so that they are all nonzero and all evaluate to zero at a distinct element of $\overline{\mathbb{C}}$. This can be achieved by perturbing each element by a perturbation of norm $\leq \frac{\epsilon}{3 \sqrt{n-1}}$ and creates a pencil $P$ such that $\|P-U\|_{F} \leq \frac{\epsilon}{3}$.

Obviously $P$ has normal rank $n-1$, but it might have eigenvalues, and we still need to avoid the latter event. To this goal, note that $P$ has the form (4.2), and let us call the corresponding blocks $T_{1}, T_{2}, R_{1}, R_{2}, R_{3}$ as in (4.2). Moreover, observe that $T_{1}, T_{2}$ are both regular. For every $\mu \in \overline{\mathbb{C}}, \operatorname{rank} P(\mu) \geq \operatorname{rank} T_{1}(\mu)+\operatorname{rank} T_{2}(\mu)$, and hence an eigenvalue of $P$ must also be an eigenvalue of either $T_{1}$ or $T_{2}$ (and not both since the diagonal elements of the $T_{i}$ all evaluate to 0 at distinct points in the Riemann sphere). Denote by $\mu_{i}, i=1, \ldots, k$, the eigenvalues of $T_{1}$. Since $T_{2}\left(\mu_{i}\right)$ is invertible, it holds that $\operatorname{rank} P\left(\mu_{i}\right)=\operatorname{rank}\left[T_{1}\left(\mu_{i}\right) \quad R_{1}\left(\mu_{i}\right)\right]+n-k-1$. Hence, $\mu_{i}$ is an eigenvalue of $P$ if and only if it is an eigenvalue of $\left[\begin{array}{ll}T_{1} & R_{1}\end{array}\right]$. We can now make sure that this does not happen by only perturbing the constant coefficient of $R_{1}$. Write $R_{1}=a+b x$ for some constant vectors $a, b \in \mathbb{C}^{k}$. For each $i$, let $\mathcal{A}_{i}$ denote the $(k-1)$-dimensional affine space $\mathcal{A}_{i}:=-\mu_{i} b+$ colspace $\left(T_{1}\left(\mu_{i}\right)\right)$. For a fixed $i$, the condition $a \in \mathcal{A}_{i}$ is described by an affine equation in the entries of $a$, say $\ell_{i}(a)=0$. Hence, the polynomial equation $\prod_{i=1}^{k} \ell_{i}(a)=0$ describes the condition that $a \in \mathcal{A}_{i}$ for at least one value of $i$. This is a proper Zariski closed set, hence its complement is non-empty and Zariski open, which means that it is open and dense in the Euclidean topology. Thus, we can perturb $a$, and therefore $P$, by a perturbation of norm bounded by $\frac{\epsilon}{3}$ to guarantee that there are no eigenvalues in $\left[\begin{array}{ll}T_{1} & R_{1}\end{array}\right]$. Next, we repeat the same procedure by perturbing $R_{3}$, and hence $P$, again by a perturbation of norm $\leq \frac{\epsilon}{3}$ to make sure that $\left[\begin{array}{l}R_{3} \\ T_{2}\end{array}\right]$ has no eigenvalues. We have thus constructed an upper triangular pencil $T$ with properties (i), (ii), (iii); moreover, property (v) follows from

$$
\|T-U\|_{F} \leq\|T-P\|_{F}+\|P-U\|_{F} \leq \frac{2 \epsilon}{3}+\frac{\epsilon}{3}=\epsilon
$$

Finally, we apply Lemma 4.2 to $T$ to show that it has minimal index $k$, proving property (iv).

The generalized Schur form of a pencil is not unique. However, for pencils having one of its right minimal indices equal to $k$ there always exist some generalized Schur forms with their $(k+1, k+1)$ entry equal to zero. This is proved in Lemma 4.4 below.

Lemma 4.4. Let $W$ be a singular $n \times n$ pencil having one of its right minimal indices equal to $k, 0 \leq k \leq n-1$. Then, there exist $Q, Z \in U(n)$ such that $Q W Z$ is upper triangular and its $(k+1, k+1)$ entry is equal to zero.

Proof. The right minimal index $k$ of $W$ implies that the complex Kronecker canonical form of $W$ (which is unique up to permutation of its blocks, see [10]) has one block equal to

$$
K_{k}=\left[\begin{array}{cccc}
\lambda & 1 & & \\
& \ddots & \ddots & \\
& & \lambda & 1
\end{array}\right] \in \mathbb{C}[\lambda]_{1}^{k \times(k+1)} .
$$

Hence, there exist invertible constant matrices $G, H \in \mathbb{C}^{n \times n}$ such that $W=G\left(K_{k} \oplus\right.$ $\widetilde{W}) H$, where $K_{k} \oplus \widetilde{W}$ is a Kronecker canonical form of $W$ (note that if $k=0$, then $K_{0}$ simply appends a zero column on the left of $\widetilde{W}$ ). Observe that it is possible to choose the order of the blocks in the Kronecker canonical form such that the $n \times n$ pencil $K_{k} \oplus \widetilde{W}$ is upper triangular and that its $(k+1, k+1)$ entry is equal to zero.

Let us now consider $Q R$ factorizations $G=Q^{*} R_{G}$ and $H=R_{H} Z^{*}$ with $Q, Z \in U(n)$ and $R_{G}, R_{H}$ upper triangular. Thus

$$
W=Q^{*} \underbrace{\left(R_{G}\left(K_{k} \oplus \widetilde{W}\right) R_{H}\right)}_{:=T} Z^{*}
$$

and the pencil $T=Q W Z$ is upper triangular and has its $(k+1, k+1)$ entry equal to zero.

We next show that $\operatorname{Schur}_{n}^{k}$ is a closed set.
ThEOREM 4.5. Let $1 \leq k \leq n$. The set $S_{\text {. }}$. ${ }^{k}{ }_{n}^{k}$ is closed.
Proof. We show that $\operatorname{Schur}_{n}^{k}$ contains all of its accumulation points. Let $U \in$ $\mathbb{C}[\lambda]_{1}^{n \times n}$ be an accumulation point of Schur ${ }_{n}^{k}$. Then, there exists a sequence $\left(V_{i}\right)_{i \in \mathbb{N}}$, $V_{i} \in \operatorname{Schur}_{n}^{k}$ such that $\lim _{i \rightarrow \infty}\left\|V_{i}-U\right\|_{F}=0$. For each $V_{i}$ there exists a triple $\left(Q_{i}, T_{i}, Z_{i}\right)$ such that $Q_{i}, Z_{i}$ are unitary and $Q_{i}^{*} V_{i} Z_{i}^{*}=T_{i}$ is upper triangular with a zero in position $(k, k)$.

Let $\operatorname{Upp}_{n}^{k}$ denote the set of upper triangular pencils of size $n \times n$ with a zero in position $(k, k)$. It is straightforward to see that $\mathrm{Upp}_{n}^{k}$ is a Zariski closed set. For any $\epsilon>0$, the intersection of the closed ball $B_{\|U\|_{F}+\epsilon}(0)$ with $\mathrm{Upp}_{n}^{k}$ is compact. Moreover, there exists an index $j$ such that $\left(T_{i}\right)_{i>j}$ is a sequence in $B_{\|U\|_{F}+\epsilon}(0) \cap \mathrm{Upp}_{n}^{k}$ as $\left|\left\|T_{i}\right\|_{F}-\|U\|_{F}\right|=\left|\left\|V_{i}\right\|_{F}-\|U\|_{F}\right| \leq\left\|V_{i}-U\right\|_{F}$ and $\lim _{i \rightarrow \infty}\left\|V_{i}-U\right\|_{F}=0$. As the set of unitary matrices is also compact (it is Zariski closed and bounded), and the Cartesian product of compact sets is compact, then $\left(Q_{i}, T_{i}, Z_{i}\right)_{i>j}$ is a sequence in a compact set, and hence has a converging subsequence whose limit belongs to the set itself. Let $\left(Q_{i_{l}}, T_{i_{l}}, Z_{i_{l}}\right)_{l \in \mathbb{N}}$ denote such a sequence, where $j<i_{0}<i_{1}<\ldots$ is a strictly increasing sequence of indices, and let $(Q, T, Z):=\lim _{l \rightarrow \infty}\left(Q_{i_{l}}, T_{i_{l}}, Z_{i_{l}}\right)$. It holds that $Q$ and $Z$ are unitary, and $T$ is upper triangular with a zero in position $(k, k)$. Moreover,

$$
Q T Z=\lim _{l \rightarrow \infty} Q_{i_{l}} \lim _{l \rightarrow \infty} T_{i_{l}} \lim _{l \rightarrow \infty} Z_{i_{l}} \stackrel{(\mathrm{a})}{=} \lim _{l \rightarrow \infty} Q_{i_{l}} T_{i_{l}} Z_{i_{l}}=\lim _{l \rightarrow \infty} V_{i_{l}} \stackrel{(\mathrm{~b})}{=} U,
$$

where we used the product rule for finite limits in equality (a), and the fact that every subsequence of a convergent sequence has the same limit in equality (b). Hence, $U \in \operatorname{Schur}_{n}^{k}$, and Schur ${ }_{n}^{k}$ contains its accumulation points.
To state Corollary 4.6 , let $\mathcal{Q}_{n}^{k}$ be the set of singular pencils having one right minimal index equal to $k$. (Note that pencils in $\mathcal{Q}_{n}^{k}$ may have more than one right minimal index.)

Corollary 4.6. Schur $_{n}^{k+1}=\overline{\mathcal{S}_{n}^{k}}=\overline{\mathcal{Q}_{n}^{k}}$.
Proof. It is plain by definition that $\mathcal{S}_{n}^{k} \subseteq \mathcal{Q}_{n}^{k}$. Let $U \in \operatorname{Schur}_{n}^{k+1}$ and $T$ be a generalized Schur form of $U$ with $T_{k+1, k+1}=0$. Theorem 4.3 applied to $T$ shows that for every $\epsilon>0$ there is a neighbourhood of $U$ with radius $\epsilon$ having nonempty intersection with $\mathcal{S}_{n}^{k}$. Hence, Schur ${ }_{n}^{k+1} \subseteq \overline{\mathcal{S}_{n}^{k}} \subseteq \overline{\mathcal{Q}_{n}^{k}}$. On the other hand, Lemma 4.4 shows $\mathcal{S}_{n}^{k} \subseteq \mathcal{Q}_{n}^{k} \subseteq \operatorname{Schur}_{n}^{k+1}$ and Theorem 4.5 shows Schur $_{n}^{k+1}=\operatorname{Schur}_{n}^{k+1}$. But, by definition, the closure of a set $X$ is the smallest closed set containing $X$, and hence, $\overline{\mathcal{S}_{n}^{k}} \subseteq \overline{\mathcal{Q}_{n}^{k}} \subseteq \operatorname{Schur}_{n}^{k+1}$.

Having established that the minimization problem (4.1) is well posed, we now discuss how to solve it via Riemannian optimization. Computing a minimizer for (4.1) works analogously to finding a minimizer for (2.3): we find a nearest upper
triangular singular pencil with zero in a prescribed position, and use this knowledge to reformulate the problem in terms of a different objective function.

Proposition 4.7. Let $A+\lambda B \in \mathbb{C}[\lambda]_{1}^{n \times n}$. An upper triangular singular pencil with zero in position $(k, k)$ nearest to $A+\lambda B$ is $\mathcal{P}_{k}(A)+\lambda \mathcal{P}_{k}(B)$ where

$$
\mathcal{P}_{k}(A)_{i j}=\left\{\begin{array}{ll}
A_{i j} & \text { if } i<j \text { or } i=j \neq k ; \\
0 & \text { otherwise } ;
\end{array} \quad \mathcal{P}_{k}(B)_{i j}= \begin{cases}B_{i j} & \text { if } i<j \text { or } i=j \neq k \\
0 & \text { otherwise }\end{cases}\right.
$$

In particular, the squared distance to $A+\lambda B$ from $\mathcal{P}_{k}(A)+\lambda \mathcal{P}_{k}(B)$ is

$$
\begin{equation*}
\mathcal{F}_{k}(A+\lambda B)=\sum_{i>j}\left(\left|A_{i j}\right|^{2}+\left|B_{i j}\right|^{2}\right)+\left(\left|A_{k k}\right|^{2}+\left|B_{k k}\right|^{2}\right) \tag{4.4}
\end{equation*}
$$

Proof. Analogous to the proof of Proposition 3.3.
We define an objective function $f_{k}$ as

$$
\begin{equation*}
f_{k}(Q, Z)=\mathcal{F}_{k}(Q A Z+\lambda Q B Z)=\left[d\left(Q A Z+\lambda Q B Z, \mathcal{P}_{k}(Q A Z)+\lambda \mathcal{P}_{k}(Q B Z)\right)\right]^{2}, \tag{4.5}
\end{equation*}
$$

where $\mathcal{F}_{k}$ and $\mathcal{P}_{k}$ are as in Proposition 4.7 and $d$ is as in (2.2). Computing (4.1) is equivalent to computing

$$
\begin{equation*}
\min _{(Q, Z) \in U(n) \times U(n)} f_{k+1}(Q, Z) \tag{4.6}
\end{equation*}
$$

as well as an argument minimum $\left(Q_{0}, Z_{0}\right)$, which is stated more formally in Theorem 4.8.

ThEOREM 4.8. Let $A+\lambda B \in \mathbb{C}[\lambda]_{1}^{n \times n}$. Let $f_{k+1}(Q, Z)$ be the function on $U(n) \times$ $U(n)$ defined by (4.5). Then:

1. The optimization problems (4.1) and (4.6) have the same minimum value;
2. The pair of unitary matrices $\left(Q_{0}, Z_{0}\right)$ is a global (resp. local) minimizer for (4.6) if and only if the pencil $Q_{0}^{*} \mathcal{P}_{k+1}\left(Q_{0} A Z_{0}\right) Z_{0}^{*}+\lambda Q_{0}^{*} \mathcal{P}_{k+1}\left(Q_{0} B Z_{0}\right) Z_{0}^{*}$ is a global (resp. local) minimizer for (4.1)
Proof. The proof is analogous to that of Theorem 3.4. Now, Schur ${ }_{n}^{k+1}$ plays the role of $\mathcal{S}_{n}$; the set of upper triangular pencils of size $n \times n$ with a zero in position $(k+1, k+1), \mathrm{Upp}_{n}^{k+1}$, plays the role of $\mathcal{T}_{n}$; and $\mathcal{F}_{k+1}$ plays the role of $\mathcal{F}$.

Again, (4.6) can be computed with Manopt [4]. The Euclidean gradient and the Euclidean Hessian of $f_{k+1}$ are almost identical to those of $f$ (computed in Section 3.3 and Section 3.4, respectively); we only need to redefine $L$ such that now $L(C)+\lambda L(D)=\left(C-\mathcal{P}_{k+1}(C)\right)+\lambda\left(D-\mathcal{P}_{k+1}(D)\right)$. The Riemannian gradient and the Riemannian Hessian are obtained from their Euclidean counterparts as explained in Section 3.2.
5. Implementation. We minimize the objective function numerically by using the trust-regions solver [1] of Manopt [4] version 7.1. It uses a descent method that finds the desired update direction in an inner iteration via a Newton-type quadratic subproblem. This subproblem is solved via a truncated conjugate-gradient method outlined in [1, Algorithm 11]. An outline for an algorithm implementing the trustregions solver is given in [1, Algorithm 10].

Manopt uses the norm of the gradient as a measure of convergence, and stops the iteration once the gradient norm falls below a prescribed (absolute) threshold. In order to make this stopping criterion invariant to scaling, in our implementation
we normalize the input to have a fixed norm. However, the implementation of the trustregions method in Manopt is highly sophisticated and not entirely independent of the scaling (even after the stopping criterion threshold is scaled accordingly), and hence the value of the input norm can have an effect on the performance. Heuristically, a choice that seems to work well in practice consists of normalizing the pencil to have norm 100 and setting the parameters within Manopt so that the iteration stops once the gradient norm evaluates to less than $10^{-10}$; these are therefore the default values in our implementation. After the scaled problem is solved, we multiply the obtained singular pencil by the inverse of the introduced scale factor to get the final solution. Manopt also requires as input a starting point on the manifold $U(n) \times U(n)$. We discuss in Section 6 several strategies for choosing the starting point.

A MATLAB code that implements our method is publicly available in the repository https://github.com/NymanLauri/nearest-singular in GitHub. Our code requires the Manopt package, which can be downloaded from manopt.org.
6. Numerical experiments. We present several numerical experiments within this section. Unless stated otherwise, we consider the standard algorithm presented in Section 3 implemented as in Section 5. The algorithm that allows us to prescribe the minimal index of the sought singular pencil, presented in Section 4, is used solely in Subsection 6.6.

The structure of this section is as follows. Subsection 6.1 shows how our method performs with a selection of example pencils that were proposed, and tackled by alternative methods, in [5, 6, 13]. In Subsection 6.2, we characterize the running time of our code, in particular how the running time grows in the size of the pencil. We examine in Subsection 6.3 the effect of the starting point on the output. In Subsection 6.4, we measure how much the solution can be improved by running the algorithm multiple times from different starting points, and characterize the distribution of local minima for randomly generated input pencils. Subsection 6.5 outlines a statistical experiment that compares our method with the approach of [6], which is arguably the best existing algorithm prior to this paper. We also compare in part with [13], although in the latter case the lack of an efficient implementation of the algorithm in [13] limits heavily the size of the input for a statistical experiment. Finally, in Subsection 6.6 we demonstrate the possibility of prescribing the minimal index, and argue that this can help reveal meaningful information about the problem.

### 6.1. Individual examples.

Example 6.1. A model of a two-dimensional, three-link mobile manipulator is derived in [16]. This model generates an $8 \times 8$ matrix pencil $A+\lambda B$ such that

$$
A=\left[\begin{array}{ccc}
0 & I_{3} & 0  \tag{6.1}\\
-K_{0} & -D_{0} & F_{0}^{\mathrm{T}} \\
F_{0} & 0 & 0
\end{array}\right], \quad B=\left[\begin{array}{ccc}
I_{3} & 0 & 0 \\
0 & M_{0} & 0 \\
0 & 0 & 0
\end{array}\right]
$$

where
$M_{0}=\left[\begin{array}{rrr}18.7532 & -7.94493 & 7.94494 \\ -7.94493 & 31.8182 & -26.8182 \\ 7.94494 & -26.8182 & 26.8182\end{array}\right], D_{0}=\left[\begin{array}{rrr}-1.52143 & -1.55168 & 1.55168 \\ 3.22064 & 3.28467 & -3.28467 \\ -3.22064 & -3.28467 & 3.28467\end{array}\right]$,
$K_{0}=\left[\begin{array}{rrr}67.4894 & 69.2393 & -69.2393 \\ 69.8124 & 1.68624 & -1.68617 \\ -69.8123 & -1.68617 & -68.2707\end{array}\right], F_{0}=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right]$.

For the above pencil, the standard Riemannian algorithm takes an unusually long time to converge (see Subsection 6.6 for a potential cause of this behaviour). Eventually, it finds a singular pencil at a distance of 0.01117 (this pencil is stored in example6.1.mat at https://github.com/NymanLauri/nearest-singular). This agrees with the result given by the ODE approach [13, Example 2.20] and the approach in [6] (at least taking into account that both these two sources report fewer significant digits than us), as well as the lowest upper bound in [5, Example 14].

Example 6.2. Consider the $3 \times 3$ matrix pencil

$$
A+\lambda B=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \epsilon & 0 \\
0 & 0 & 1
\end{array}\right]-\lambda\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right] .
$$

For this example, the distance to singularity can be computed to be $\epsilon$ [5, Example 4]. We fix $\epsilon=10^{-8}$ and run our algorithm starting from different initial points. If the Cartesian product of two identity matrices is used as the initial point, the algorithm converges in just one iteration to the global minimum $\epsilon$. Starting from a random point, the algorithm sometimes computes $\epsilon$ which is the global minimum, and sometimes computes 1 which is a local minimum. After running the algorithm $10^{4}$ times starting from different random points, the global minimum $\epsilon$ was computed $38.81 \%$ of the time, whereas the local minimum 1 was computed $61.19 \%$ of the time.

EXAMPLE 6.3. Let us consider a pencil of form $B_{n}-\lambda B_{n}$, where $B_{n} \in \mathbb{R}^{n \times n}$ is defined by

$$
B_{n}=\left[\begin{array}{ccccc}
1 & -1 & -1 & \ldots & -1 \\
& 1 & -1 & \ldots & -1 \\
& & \ddots & \vdots & \vdots \\
& & & 1 & -1 \\
& & & & 1
\end{array}\right] .
$$

For $n=20$, a lower bound for the distance to singularity is $4 \times 10^{-6}$ [5, Example 5 in Table 2]. Starting from a random point, our algorithm consistently obtains this result and hence converges to a global minimum.

Example 6.4. Let us consider the pencil

$$
A+\lambda B=\left[\begin{array}{cc}
1 & \frac{1}{\epsilon}  \tag{6.2}\\
0 & 1
\end{array}\right]-\lambda\left[\begin{array}{cc}
0 & \frac{1}{\epsilon} \\
0 & 1
\end{array}\right]
$$

where $\epsilon>0$. For a wide range of values for $\epsilon\left(\epsilon=10^{-2}, 10^{-4}, 10^{-6}, 10^{-8}, 10^{-10}, 10^{-12}\right.$, $10^{-14}$ ), the best result given by our algorithm is consistently equal to $\epsilon$, which is a lower bound according to [5, Example 6 in Table 2] and hence a global minimum. The authors of [6] also report finding the global minimum $\epsilon$ [6, Example 9.5] for $\epsilon=10^{-4}$.

Example 6.5. In [6, Example 9.6 and Example 9.7] as well as in [13, Example 2.15 and Example 2.16], the pencils

$$
\left[\begin{array}{ccc}
0 & 0.04 & 0.89 \\
0.15 & -0.02 & \lambda \\
0.92 & \lambda+0.11 & 0.066
\end{array}\right] \text { and }\left[\begin{array}{ccc}
-1.79 & 0.1 & -0.6 \\
0.84 & -0.54 & \lambda+0.49 \\
-0.89 & \lambda+0.3 & 0.74
\end{array}\right]
$$

are considered. Our algorithm computes the same potential global minima proposed in [6] with, respectively, a distance $\approx 0.1155462894$ with the nearest singular pencil
having a right minimal index 1 for the first input, and a distance $\approx 0.9435641675$ with the nearest singular pencil having a right minimal index 2 for the second input. These computed distances are lower than the values 0.1193 and 1.065 , respectively, reported in [13, Example 2.15 and Example 2.16]. Note that we can find out the right minimal index of each computed singular pencil as a consequence of Theorem 4.3.
6.2. Running time. For each $n$, we generate random $n \times n$ pencils $A+\lambda B$ s.t. the real and imaginary part of each element in $A$ and $B$ is drawn from the normal distribution $\mathcal{N}(0,1)$. We measure how long it takes for the algorithm to fully converge. This was repeated 50 times for each $n \in[20,80]$ after which the average running times were computed. The computation was run using MATLAB R2023a on an Intel Core $\mathrm{i} 5-12600 \mathrm{~K}$, a processor commonly found in ordinary computers. Finally, a least squares fit was made for the loglog-plot in order to estimate the order of the growth rate in $n$. Figure 6.1a shows that the running time in the interval $n \in[20,80]$ approximately follows the line $t=k n^{2.93}$, where $k \approx 3.8310 \times 10^{-4}$. Hence, increasing $n$ increases the running time relatively mildly in this interval. Indeed, the average running time for $n=80$ was under three minutes! We stress that this is an enormous breakthrough with respect to other existing methods, that on the same machine seemed to typically take much longer than a few minutes to converge already for smaller inputs.

We have run a similar experiment for larger sizes in the interval $n \in[130,200]$ with 24 runs for each $n$. For this more demanding experiment, we used MATLAB's internal parallelization with 24 processes on a 2 x 12 core Xeon E5 2690 v3 2.60 GHz . Figure 6.1 b shows that in this case the increase is much steeper, and suggests $O\left(n^{4.58}\right)$ as the asymptotic behaviour.


Fig. 6.1: Average running time versus size. For the interval $n \in[20,80]$, the least squares fit yields approximately $t=k n^{2.93}$, where $k \approx 3.8310 \times 10^{-4}$, whereas for the interval $n \in[130,200]$, the least squares fit yields approximately $t=k n^{4.58}$, where $k \approx 7.3423 \times 10^{-7}$.
6.3. Initial guess. As the problem is non-convex, the choice of the initial guess can alter the local minimum to which the method converges. Hence, an educated guess for an initial point can potentially improve the performance of the algorithm.

To see whether we observe this in practice, we compare the performance of different initial guesses against each other. In particular, we consider the following three types of initial guesses:
(a) Random point.
(b) The point that gives minimal value for the objective function among 10 randomly generated points.
(c) An initial guess that brings the pencil into Schur form. More precisely, we consider different cyclic permutations of the eigenvalues in the Schur form, and choose the one that minimizes the objective function.
We randomly generated $10^{4}$ complex $10 \times 10$ pencils $A+\lambda B$, by drawing the real and imaginary part of each element in $A$ and $B$ from the normal distribution $\mathcal{N}(0,1)$. For each of them we generated one initial guess of each of the three types described above, and ran the algorithm once for each type of initial points. The random points for (a) and (b) were constructed by drawing $Q$ and $Z$ at random from the Haar measure on $U(n)$; the same applies throughout this section whenever we refer to "random initial points" or similar phrases. For the initial guess (c), we first compute one such point $(Q, Z)$ via the qz-function in MATLAB. Then, we go through all cyclic permutations of eigenvalues of the form $(123 \ldots k)(k+1)(k+2) \ldots(n), k=2,3, \ldots, n$, where $n$ is the size of the pencil. To be more precise, we consider Schur forms which result from successively applying transpositions (12),.,$(k-1 k)$ on the eigenvalues (see Theorem A. 1 for the details on swapping two eigenvalues). This is repeated for $k=2,3, \ldots, n$.

| Initial guess | Frequency of best output | Median distance | Average distance |
| :---: | :---: | :---: | :---: |
| (a) | $33.74 \%$ | 1.8059 | 1.8767 |
| (b) | $33.47 \%$ | 1.8059 | 1.8763 |
| (c) | $32.79 \%$ | 1.7914 | 1.8332 |

Table 6.1: Comparison of different initial points

In Table 6.1, it can be seen that all the three initial points show almost identical behaviour in terms of the median and average distances and how often that particular choice yielded the best solution. For the average of $10^{4}$ Bernoulli distributed random variables with mean $\frac{1}{3}$, the standard deviation is $\frac{\sqrt{2}}{3} \cdot 10^{-2} \approx 0.5 \%$. Hence, the difference between each initial guess and the mean $\frac{1}{3}$ is approximately one sigma. Consequently, the choice between these three types of initial points does not seem to significantly affect the performance of the algorithm.
6.4. Multiple starting points and distribution of local minima. We saw in Figure 6.1 that the running time of our algorithm is reasonably fast, e.g., our code usually converges within a few minutes for randomly generated input pencils of size $n \lesssim 100$. Since this is a tremendous speedup with respect to competitor methods, it becomes much less time-consuming to compute several local minima starting from different initial points, and eventually select the best answer. (Moreover, note that this task can be trivially parallelized.) In the following experiment, we try to characterize how much the solution improves when the algorithm is run multiple times.

We randomly generate a $5 \times 5$ pencil s.t. the real and imaginary parts are drawn from $\mathcal{N}(0,1)$. For different values of $n$, we run the algorithm $n$ times from different random starting points. We compare the best output with the result of the first run,
and compute the ratio of these distances, which we denote by $\delta_{r}$. We repeat this $10^{3}$ times, and compute the average value for the relative distance $\delta_{r}$ which we denote by $\bar{\delta}_{r}$. Finally, we repeat this experiment for randomly generated $10 \times 10$ and $20 \times 20$ pencils.

Figure 6.2 shows that the ratio between the distance to the best output and the distance to the initial output first decreases rapidly and eventually settles at a constant value as $n$ grows large; this is of course expected in the sense that for very large values of $n$ one would eventually hit a starting point from which the method actually converges to the global minimum. While this general trend is the same for all sizes of the pencil, larger sizes exhibit a more significant improvement in the distance. Table 6.2 shows the exact values for this improvement for a selection of values for $n$. For example, for $20 \times 20$ pencils, the experiment suggests that one can expect to improve the distance by roughly $15 \%$ by simply running the algorithm 5 times from 5 different starting points.

This type of experiment can effectively provide us with some insight on the problem, and in particular on the distribution of the local minima. To this goal, we conduct a numerical experiment with the aim of characterizing the distribution of local minima for randomly generated $10 \times 10$ and $20 \times 20$ pencils. To do this, we first randomly generate a $10 \times 10$ pencil s.t. the real and imaginary parts are drawn from $\mathcal{N}(0,1)$. We then run the algorithm $10^{2}$ times from different random starting points, and record the values of the computed minima. It is possible that the same singular pencil was computed multiples times, and the probability of computing a certain output may depend not only on the problem but also on the particular method that is employed to solve it. Thus, we remove duplicates from the data by using the tolerance $10^{-8}$ (i.e. two values are considered the same if they differ from each other in the relative sense by less than the tolerance), and arrange the values of the computed local minima in a histogram such that the distances are given relative to the average. We repeat this $10^{3}$ times for different random inputs, and aggregate the relative distances in a single histogram. The same process is repeated for random $20 \times 20$ pencils. Figure 6.3 shows that for both sizes, the computed singular pencils corresponding to local minima are more commonly located close to the average distance, while no computed singular pencil was at a distance of more than three times the average, or less than half the average. Thus, the experiments suggest that, although one cannot guarantee that a global minimum was computed, it is likely that the computed (local) minimum provides a reasonable estimate of the distance to singularity.

| Improvement |  |  |  |
| :---: | :---: | :---: | :---: |
| $n$ | Size 5 | Size 10 | Size 20 |
| 2 | $7.14 \%$ | $8.12 \%$ | $8.71 \%$ |
| 3 | $10.16 \%$ | $11.59 \%$ | $12.25 \%$ |
| 4 | $11.54 \%$ | $13.38 \%$ | $13.83 \%$ |
| 5 | $12.62 \%$ | $14.33 \%$ | $15.01 \%$ |
| 100 | $15.70 \%$ | $19.29 \%$ | $20.72 \%$ |

Table 6.2: Change in the computed distance as the algorithm is run multiple times choosing the best output. Improvements are measured relatively to the initial output.


Fig. 6.2: For $n \in[1,100]$, the distance to the best output amongst $n$ runs relative to the distance to the initial output.
6.5. Comparison with other existing algorithms. We benchmark the method presented in this paper against what we consider the two currently best methods for computing the nearest singular pencil, i.e., the very recent algorithm ${ }^{1}$ of [6] and the ODE-approach ${ }^{2}$ presented in [13]. We do this by comparing the output of the three methods for complex randomly generated pencils of different sizes. Having fixed a size $n \in\{6,15,30,50\}$, we generated random $n \times n$ pencils $A+\lambda B$ s.t. the real and imaginary part of each element in $A$ and $B$ is drawn from the normal distribution $\mathcal{N}(0,1)$. After $10^{3}$ runs, we compared our algorithm (implemented by running it only once with $\left(I_{n}, I_{n}\right)$ as the starting point, where $I_{n}$ denotes the $n \times n$ identity matrix) with [6] in terms of quality of the output (we report both the mean and the median, as well as the relative frequency of each method providing the best solution), and running time. The results of this comparison are reported in Figure 6.4. The quality of the output of our algorithm was typically worse than [6] for very small inputs $n=6,15$, but slighlty better for $n=30$ and already much better for $n=50$. In terms of running time, we outperformed [6] already for $n=15$; for $n=50$ the difference was already striking, with a ratio of average running times $\approx 29$ in favour of our method.

We next compare with [13] for $n=6$. The results of the comparison are seen in Table 6.3. The approach detailed in this paper finds a better solution approximately $60 \%$ of the time, and computes an approximately $11 \%$ smaller distance on average. The amount of times the two algorithms converged to the same value is not recorded in the table as this happened a negligible amount of time. We note that [6], while not included in Table 6.3, often does better than both [13] and our method for the very small size $n=6$, as can be seen from the leftmost point of the graphs in Figure 6.4.

In summary, the experiments suggest that [6] is usually the best method for extremely small inputs, but as the size increases our novel approach soon dominates.

[^1]
(a) Results for one randomly generated $10 \times$ 10 pencil. The computed $10^{2}$ minima correspond to 46 distinct pencils.

(c) Results for one randomly generated $20 \times$ 20 pencil. The computed $10^{2}$ minima correspond to 63 distinct pencils.

(b) Aggregate over $10^{3}$ randomly generated $10 \times 10$ pencils. On average, 33.8 of the computed $10^{2}$ singular pencils are distinct.

(d) Aggregate over $10^{3}$ random $20 \times 20$ pencils. On average, 70.3 of the computed $10^{2}$ singular pencils are distinct.

Fig. 6.3: The distribution of local minima for randomly generated $10 \times 10$ and $20 \times$ 20 pencils, where the distance is given relative to the average of the local minima corresponding to the pencil. For each pencil, $10^{2}$ minima were computed, each starting from a different random point.

This is not surprising since our Riemannian algorithm, unlike [6] that can deal with any polynomial matrix, is specialized to pencils. We also note that, in the comparison, we used the most naive (one-run) implementation of our algorithm: as the running time of the Riemannian method quickly becomes much faster than [6] and as discussed in Subsection 6.4, we might also have run it multiple times starting from different random initial points while keeping the computational time below that of [6], this would have decreased further the threshold where the approach of this paper starts doing better than [6] in terms of the quality of the computed minimizers.

It would be interesting to extend the comparison of the three methods to pencils of even larger size. However, this is impractical because the ODE-algorithm implemented based on the pseudo-code [13, Algorithm 1] is too slow to perform an extensive


Fig. 6.4: Comparison between the method of this paper (Riemann) and the DasBora algorithm [6] for $n \in\{6,15,30,50\}$. The performance profile reports the relative frequency of which method yielded a better solution (or of ties), while running times were measured using MATLAB R2023a on an Intel Core i5-12600K.

| Method | Frequency of best output | Median distance | Average distance |
| :---: | :---: | :---: | :---: |
| ODE [13] | $37.3 \%$ | 1.8925 | 2.0601 |
| This paper | $62.7 \%$ | 1.8042 | 1.8231 |

Table 6.3: Comparison with the ODE approach for $6 \times 6$ pencils.
statistical analysis within a reasonable amount of time for $n>6$. The same comment holds for the algorithm of [6] when $n>50$. Extrapolating from the trend of Figure 6.4, we conjecture that our method would asymptotically dominate over [6] not only for speed but also for output quality. Regarding [13], at least until a more efficient implementation is developed, its applicability is in practice limited to very small sizes only.
6.6. Nearest pencil with prescribed minimal index. We revisit Example 6.1 by computing the distances to the nearest pencil with a prescribed right minimal index $k, 0 \leq k \leq 7$. For $1 \leq k \leq 6$, this was done via the approach described in Section 4 (hence we cannot guarantee that the computed local minimum is global); for $k \in$ $\{0,7\}$, the problem was instead solved exactly using the singular value decompositions of the compound matrices $\left[\begin{array}{l}A \\ B\end{array}\right]$ or $\left[\begin{array}{ll}A & B\end{array}\right]$. The results are reported in Table 6.4. Interestingly, our computations suggest that the sets Schur ${ }_{8}^{3}$ and Schur ${ }_{8}^{4}$ (that includes our best guess for the nearest singular pencil) are almost as close to the pencil (6.1): this might explain why this example is particularly challenging.

| Minimal index | $k=0$ | $k=1$ | $k=2$ | $k=3$ |
| :---: | :---: | :---: | :---: | :---: |
| Distance | 0.0112695 | 0.0112680 | 0.0111718 | 0.0111731 |
| Minimal index | $k=4$ | $k=5$ | $k=6$ | $k=7$ |
| Distance | 0.0456669 | 0.0475071 | 0.0477320 | 0.0494382 |

Table 6.4: Estimated distances of the pencil (6.1) from the sets Schur $_{8}^{k+1}=\overline{\mathcal{S}_{8}^{k}}$

In Subsection 6.4 we saw that running the algorithm several times from different random initial points improves the solution significantly. One might wonder if we can boost the performance even further by exploiting the possibility of fixing the minimal index of the sought nearest singular pencil. To explore this question, we compare the following two different computational strategies: (S1) run the standard algorithm presented in Section $3 n$ times starting from different starting points and choose the best solution; and (S2) run the algorithm presented in Section 4 once for each minimal index and choose the best solution. We compare these two strategies on $10^{3}$ randomly generated $20 \times 20$ pencils, and show the results in Table 6.5.

Table 6.5 shows that the two strategies performed almost identically in terms of the average and median distances. Moreover, strategy (S1) performed better 50.7\% of the time while strategy (S2) performed better $47.2 \%$ of the time; the two strategies computed the same minimum $2.1 \%$ of the time. For the average of $10^{3}$ Bernoulli distributed random variables with mean $\frac{1}{2}$, the standard deviation is approximately $1.6 \%$. Accounting for the omitted $2.1 \%$, the difference between each strategy and the mean is approximately one sigma. Consequently, the choice between these two strategies is not statistically significant.

| Strategy | Frequency of best output | Median distance | Average distance |
| :---: | :---: | :---: | :---: |
| (S1) | $50.7 \%$ | 1.4925 | 1.4933 |
| (S2) | $47.2 \%$ | 1.4944 | 1.4964 |

Table 6.5: Comparison of the strategies (1) and (2). The two strategies computed the same minimum $2.1 \%$ of the time.
7. Conclusion. We have described a novel algorithm to compute the nearest singular pencil to a given one, based on Riemannian optimization. Our new method makes it practically feasible, for the first time, to solve the problem for pencils of
moderate size, say, a few hundreds rows/columns. However, benchmarking against the top competitors $[6,13]$ with these sizes is computationally very demanding for [6] and not practically feasible for [13], due to the longer running times of these methods. We have instead run an extensive statistical comparison for inputs of smaller size $n \leq 50$. The Riemannian method does better than its competitors in terms of quality of the output when the size of the problem is not extremely small. Furthermore, the performance is also very favourable to the new algorithm in terms of computational time: for example, on average for randomly generated inputs of size $n=50$ and using one of the authors' personal computer, the new method converged in about 25 seconds while [6] required more than 12 minutes (the lack of an efficient implementation made it impractical to run [13] for $n=50$, but it already took several minutes to our implementation of [13] to solve inputs of size $n=6$, when [6] and the Riemannian method only required fractions of a second). We also demonstrated that, due to how non-convex the problem is, faster running time can be translated into better results by running the algorithm multiple times. We have also proved that the new Riemannian approach can be adapted with minor algorithmic modifications to compute the nearest singular pencil with prescribed (right) minimal index. To this goal, we have proved several new results on the generalized Schur form of singular pencils.
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Appendix A. "Swapping" diagonal elements. We prove a theorem on $2 \times 2$ real or complex regular pencils that allows to interchange the position of two eigenvalues in the generalized Schur form of a regular pencil.

Theorem A.1. Let $A+z B$ be a $2 \times 2$ upper triangular complex (resp. real) regular pencil

$$
A+z B=\left[\begin{array}{cc}
a_{11}+z b_{11} & a_{12}+z b_{12} \\
0 & a_{22}+z b_{22}
\end{array}\right]
$$

Then, there exist $U, V \in \mathbb{C}^{2 \times 2}$ unitary (resp. $U, V \in \mathbb{R}^{2 \times 2}$ orthogonal) such that

$$
U^{*}(A+z B) V=\left[\begin{array}{cc}
c_{11}+z d_{11} & c_{12}+z d_{12}  \tag{A.1}\\
0 & c_{22}+z d_{22}
\end{array}\right]=: C+z D
$$

and
(a) $\frac{a_{22}}{b_{22}}=\frac{c_{11}}{d_{11}}$, that is, $a_{22}+z b_{22}$ and $c_{11}+z d_{11}$ have the same eigenvalue (which can be equal to $\infty$ ), and
(b) $\frac{a_{11}}{b_{11}}=\frac{c_{22}}{d_{22}}$, that is, $a_{11}+z b_{11}$ and $c_{22}+z d_{22}$ have the same eigenvalue (which can be equal to $\infty$ ).
Proof. The regularity of $A+z B$ implies that $\left(a_{11}, b_{11}\right) \neq(0,0)$. The matrix $S=$ $-b_{11} A+a_{11} B$ is singular because its first column is zero. Therefore there exists $u_{2} \epsilon$ $\mathbb{C}^{2 \times 1}$ (resp. $u_{2} \in \mathbb{R}^{2 \times 1}$ ) with $\left\|u_{2}\right\|_{2}=1$ (where $\|u\|_{2}:=\sqrt{u_{2}^{*} u_{2}}$ ) such that

$$
\begin{equation*}
0=u_{2}^{*} S=-b_{11}\left(u_{2}^{*} A\right)+a_{11}\left(u_{2}^{*} B\right) \tag{A.2}
\end{equation*}
$$

Therefore,

$$
\begin{array}{ll}
u_{2}^{*} A=\frac{a_{11}}{b_{11}} u_{2}^{*} B, & \text { if } b_{11} \neq 0 \\
u_{2}^{*} B=\frac{b_{11}}{a_{11}} u_{2}^{*} A . & \text { if } a_{11} \neq 0 \tag{A.4}
\end{array}
$$

Let

$$
U=\left[\begin{array}{ll}
u_{1} & u_{2} \tag{A.5}
\end{array}\right] \in \mathbb{C}^{2 \times 2} \quad\left(\text { resp. } \in \mathbb{R}^{2 \times 2}\right)
$$

be a unitary (resp. orthogonal) matrix whose second column is $u_{2}$.
Now we are going to distinguish three cases.
Case 1. $u_{2}^{*} A=u_{2}^{*} B=0$. This case is not possible since then $u_{2}^{*}(A+z B)=0$ for all $z$ and the pencil would be singular.

Case 2. $u_{2}^{*} A \neq 0\left(u_{2}^{*} B\right.$ may be zero or not). Observe that (A.3) implies that $a_{11} \neq 0$ in this case, since $\left(a_{11}, b_{11}\right) \neq(0,0)$. Let $V \in \mathbb{C}^{2 \times 2}$ (resp. $V \in \mathbb{R}^{2 \times 2}$ ) be a unitary (resp. orthogonal ) matrix

$$
V=\left[\begin{array}{ll}
v_{1} & v_{2} \tag{A.6}
\end{array}\right] \quad \text { with } v_{2}=\frac{1}{\left\|\left(u_{2}^{*} A\right)^{*}\right\|_{2}}\left(u_{2}^{*} A\right)^{*} .
$$

If we take $U$ as in (A.5) and $V$ as in (A.6), the second row of $U^{*}(A+z B) V$ is, taking into account (A.4),

$$
\left(u_{2}^{*} A+z u_{2}^{*} B\right) V=\left(1+z \frac{b_{11}}{a_{11}}\right)\left(u_{2}^{*} A\right) V=\left(1+z \frac{b_{11}}{a_{11}}\right)\left[\begin{array}{ll}
0 & *
\end{array}\right],
$$

showing that the pencil in (A.1) is upper triangular.
Case 3. $u_{2}^{*} B \neq 0\left(u_{2}^{*} A\right.$ may be zero or not). Observe that (A.4) implies that $b_{11} \neq 0$ in this case. Let $V \in \mathbb{C}^{2 \times 2}$ (resp. $V \in \mathbb{R}^{2 \times 2}$ ) be a unitary (resp. orthogonal) matrix

$$
V=\left[\begin{array}{ll}
v_{1} & v_{2} \tag{A.7}
\end{array}\right] \quad \text { with } v_{2}=\frac{1}{\left\|\left(u_{2}^{*} B\right)^{*}\right\|_{2}}\left(u_{2}^{*} B\right)^{*}
$$

If we take $U$ as in (A.5) and $V$ as in (A.7), the second row of $U^{*}(A+z B) V$ is, taking into account (A.3),

$$
\left(u_{2}^{*} A+z u_{2}^{*} B\right) V=\left(\frac{a_{11}}{b_{11}}+z\right)\left(u_{2}^{*} B\right) V=\left(\frac{a_{11}}{b_{11}}+z\right)\left[\begin{array}{ll}
0 & *
\end{array}\right]
$$

and this proves that the pencil in (A.1) is upper triangular.
From (A.2) and (A.1), we obtain

$$
0=u_{2}^{*}\left(-b_{11} A+a_{11} B\right) v_{2}=-b_{11} c_{22}+a_{11} d_{22} .
$$

This proves item (b). Item (a) follows from the fact that the multiset of eigenvalues of an upper triangular regular pencil is the union of the eigenvalues of its diagonal entries.

Note that one can embed the $2 \times 2$ unitary matrices of Theorem A. 1 into an $n \times n$ larger unitary matrix, so that any pair of eigenvalues can be swapped. By repeated applications of this technique, it is clear that there exists a unitary equivalence that can be applied to a given particular Schur form of a pencil, so that another triangular pencil is obtained whose diagonal elements correspond to any arbitrary permutation of the eigenvalues of the pencil. We state this formally as a corollary below.

Corollary A.2. Suppose that $A+z B$ is an $n \times n$ regular complex pencil having eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ (possibly with repetitions and possibly equal to $\infty$ ). For every permutation $\sigma$ of $\{1, \ldots, n\}$, there exist unitary matrices $Q$ and $Z$ such that

1. $Q(A+z B) Z$ is in Schur form, and
2. the diagonal elements $[Q(A+z B) Z]_{i i}=: t_{i i}-z s_{i i}$ satisfy

$$
\frac{t_{i i}}{s_{i i}}=\lambda_{\sigma(i)}
$$

for all $i=1, \ldots, n$.
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