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THE MEANING OF ACCURACY IN THIS TALK

1- Given an nxn matrix A, we will say that an algorithm com-
putes all its eigenvalues to high relative accuracy (hra) if

the computed eigenvalues satisfy

X — Al =0(e) |,

where € is the machine precision. In addition,
e the cost is O(n3) flops,
e and extra precision iIs not used.

2- For eigenvectors of general matrices the meaning is not

clear (OPEN PROBLEM).

O(e)

3- For e-vectors of symmetric matrices: 0(v;,v;) =
min
j7i

4- Similar for SVD.
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HRA IS NOT OBTAINED FROM STANDARD ALGORITHMS

EXAMPLE: HILBERT MATRIX
1 100

i+j—l]

Eigenvalues: X1 > X2 > ... > X1go > 0. e~ 10716,

Hipo = [
7,7=1

A100
EXACT 5.779700862834802 FE — 151
Accurate Alg. 5.779700862834813 FE — 151
MATLAB —1.216072660266760 E — 019

e Accurate algorithm has a good behavior for all eigenvalues.

e Standard algorithms compute the eigenvalues with errors

A
_o@ﬂwmx (&m:|mwm38E+1&D
|)\i| |)\z| ‘)\|min
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KEYS ON PRESENT HRA ALGORITHMS

e [ hey only exist for some classes of matrices.

e They do not work (in general) on the entries of the matrix.

e T hey work on an adequate representation of the matrix.

e [ he parameters defining this representation determine ac-
curately the eigenvalues and/or eigenvectors. This means
that there exists an underlying perturbation theory.

e At present, there are many symmetric eigenproblems
(and SVD problems) for which hra-algorithms exist. All
of them are in the unifying framework Rank Revealing
Decomposition plus Jacobi type algorithm.

e T here are only two types of nonsymmetric matrices for
which hra computations of eigenvalues (not eigenvectors)
are possible.
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OUTLINE OF THE TALK

A. Accurate algorithms for symmetric eigenproblems:
1. Rank Revealing Decompositions (RRD).
2. Accurate algorithms of Jacobi type on RRDs.

3. Accurate computations of RRDs.

B. Accurate algorithms for nonsymmetric eigenproblems:
1. Totally nonnegative matrices.

2. Certain sign regular matrices.

e Our goal is to present
— Key ideas on this topic.
— Open problems.

— Most recent developments.
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Rank Revealing Decompositions (RRD)

Definition (Demmel et al, 1999): Let A be an m x n matrix.
Then

A= XDY"

is a RRD of A if D is diagonal, and X and Y have full
rank and are well conditioned.

e In practice, RRDs may be computed as an LDU factor-
ization coming from Gaussian Elimination with complete
pivoting (GECP).

o If X = Y then A = AT and the RRD is a symmetric
RRD.

e In practice, symmetric RRDs may be computed by the

diagonal pivoting method with the Bunch-Parlett com-
plete pivoting strategy.

e Nonsymmetric RRDs of symmetric matrices may be also
considered.
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RRDs and HRA computations for SVD

Theorem (Demmel et al, 1999): If the computed factors
X, , and Y of a RRD

A= XDY"
of A satisfy the forward error bounds
Dji — Dyi| = O(€)| Dy,
X — X2 = 09I X]2,
Y = Y2 = 0| |l2,

then two different Jacobi type algorithms can be applied
on X,D, and Y to compute the SVD of A to HRA with
relative errors

O(G max{ng(X), KQ(Y)})

e Accuracy in a finite computation (RRD-GECP)
guarantees accuracy in SVD.
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Symmetric RRDs and HRA computations

N

Theorem (FMD, Koev, 2006): If the computed factors X
and D of a RRD

A=XDX"
of symmetric matrix A satisfy the forward error bounds
|Dii — Dis] = O(e)| Dyl
X — X2 = O] X|l2,

then two different Jacobi type algorithms can be applied
on X and D to compute the eigenvalues and eigenvectors of
A to HRA with relative errors

O(er2(X)).

REMARK: Computing accurate RRDs (symmetric or not) is
only possible for particular types of matrices through special

structured implementations of GECP and its variants.
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HRA algorithms on RRDs of symmetric matrices (l)

There are, at present, essentially three:

1- (Demmel, Veseli¢, 1992) Given RRD A = X DX positive
definite:

1. Compute SVD of X+/D with one-sided Jacobi on
the left with an stringent stopping criterion.

2. Compute eigenvalues (02) of A = X/ D(XV/D)".
Eigenvectors are the left singular vectors.

Remarks: Fully satisfactory algorithm because:
e [ he symmetry is preserved.

e Only orthogonal transformations are used.
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HRA algorithms on RRDs of symmetric matrices (ll)

2- (Veseli¢, Slapnicar, 1993; Slapnicar, 2003 ) Given RRD
A= XDXT":

1. Write A = X\/|D|J(X+/|D])" with J = diag{#1}.
2. Compute Hyperbolic SVD of
X+/|D| =UZH" whereUTU =1, H'JH = J
with hyperbolic one-sided Jacobi on the right

3. A=U(Z?J)U" is the spectral decomposition of A.

Remarks: Not fully satisfactory. Main features:

e [ he symmetry is preserved.
e Hyperbolic rotations are used.

e SO, it does not take advantage of all the proper-
ties of symmetric matrices.

e HRA error bounds depend on a proviso.

e It works very well in practice.
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HRA algorithms on RRDs of symmetric matrices (llI)

3- (FMD, Molera, Moro 2003; FMD, Molera 2007 ) Given
RRD A= XDXT (or A= XDYT although A = AT):

1. Compute SVD of A =U>V"'! from RRD using Jacobi
type algorithm by Demmel et al. (1999).

2. Compute eigenvalues and eigenvectors from SVD by
using A = A',

Remarks: Not fully satisfactory. Main features

e [ he symmetry is not preserved. It allows us
flexibility by using nonsymmetric RRDs.

Only orthogonal transformations are used.
HRA error bounds are perfect for eigenvalues.
HRA error bounds are perfect for eigenvectors,
but this requires a delicate process.
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HRA algorithms on RRDs of symmetric matrices (V)

Open problem: Given a symmetric RRD A = XDX! of

a symmetric indefinite matrix to find an algorithm that
computes

e the eigenvalues and eigenvectors to HRA,
e using only orthogonal transformations,

e and preserving the symmetry.

Hopefully the solution is coming soon: joint work in
progress with Koev and Molera based on

e new theoretical properties of symmetric RRDs,

e Jacobi type algorithm,

e very natural and simple algorithm,

e the code exists and works perfectly.
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Accurate computations of RRDs (I)

e For nonsymmetric matrices:

1.
2.

Cauchy, Scaled-Cauchy, Vandermonde (Demmel).

Diagonally dominant M-matrices, Polynomial Vandermonde
(Demmel and Koev), (Pena).

. Graded Matrices (Demmel et al.)

Acyclic Matrices (include bidiagonal) (Demmel and Gragg).

. DSTU, TSC (Demmel et al.).
. Totally nonnegative (FMD and Koev).
. Diagonally Dominant Matrices (Q. Ye)....

Different techniques for each class: highly structured

implementations of GECP in most cases.
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Accurate computations of RRDs (II)

e For symmetric matrices preserving the symmetry:

1. Well Scaled Symmetric Positive Definite
(Demmel and Veselic).

2. Symmetric Cauchy and Scaled-Cauchy (FMD and Koev).

Symmetric Vandermonde (FMD and Koev).
Symmetric Totally nonnegative (FMD and Koev).
Symmetric Graded Matrices (FMD and Molera).

o 0 & W

Symmetric DSTU and TSC (Pelaez and Moro)....

Different techniques for each class: highly structured imple-

mentations of diagonal pivoting method with Bunch-Parlett

pivoting strategy in most cases.

July 2007 ICIAM 07 14



HRA algorithms on NONSYMMETRIC matrices

At present, it is possible to compute to hra the eigenvalues
of only two types of nonsymmetric matrices:

e Nonsingular totally nonnegative (TN) matrices
(positive e-values) (Koev, 2005)

e Matrices that are obtained by reversing the order of
the columns (or the rows) of nonsingular TN matrices
(positive and negative e-values) (Koev, FMD, 2007)

HRA algorithms in both cases transform the eigenvalue
problem into a symmetric one that is solved by comput-
ing the singular values of a positive bidiagonal matrix.

Open Problem 1: No results on eigenvectors for any class
of nonsymmetric matrices.

Open Problem 2: No results on classes of honsymmetric
matrices with complex eigenvalues.
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Summary of nonsingular TN matrices (I)

e Definition: matrices with all minors nonnegative are called
Totally Nonnegative (TN).

e [ hey include notoriously ill-conditioned matrices
— Hilbert matrix,

— Vandermonde and Cauchy matrices with increasing
nonnegative nodes,

— Bernstein Vandermonde,

— Positive Diagonal Scaling of previous ones....

e [hey appear in a wide area of problems: mechanical
vibration problems, CAD,...
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Summary of nonsingular TN matrices (ll)

e Most relevant property for HRA: Any nonsingular TN

matrix can be uniquely factorized as product of nonneg-
ative bidiagonal factors, i.e.,

A=710O. 1@ .- p.yge-1 ;@ @O

D positive diagonal.

L) Jower unit nonnegative bidiagonal.

L) has its first n — 1 — k subdiag. entries zero.
Uk) upper unit nonnegative bidiagonal.

U() has its first n — 1 — k super. entries zero.

e The parameters of the bidiagonal factorization (BD(A))

of A determine very accurately the eigenvalues of A
(Koev, 2005)
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Summary of nonsingular TN matrices (lll)

Example: If § > 0 this matrix in nonsing. TN

Uoadel=[5 )" o]l0 3]

A BD(A)

) A1 A2
1073 | ~5-10% | =2
10° | ~5.-107 | =2

e Relative perturbation of order 1073 in the (2,2) entry of
the matrix produces a relative variation of the smallest

eigenvalue of order 1.

e Theorem (Koev, 2005): Relative perturbations of order
a in the entries of BD(A) produce relative variations in

the eigenvalues of order 2n2a.
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HRA algorithm for certain sign regular (SR) matrices (I)

o Definition: An nxn matrix all of whose nonzero kth order
minors, k = 1,...,n, have the same sign p; is called sign
regular (SR).

e \We only consider one type of sign regular matrices: non-
singular TN matrices with the columns (or the rows)
in reverse order. We denote these matrices as TN”.

e These matrices have p, = (—1)*(~1)/2 3nd are the only SR
matrices (except TN and their negatives) that can be, at
present, parameterized and easily generated.

e [ hey are the only type of nonsymmetric matrices having
nonpositive eigenvalues for which hra computations of its
eigenvalues may be performed.
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HRA algorithm for certain sign regular (SR) matrices (ll)

e The eigenvalues of a TNY matrix are real and if
|)\1| > 00> |)\n| >0
then sign(\;) = (—1)"1.

e TNY matrices include Vandermonde and Cauchy matrices

V= [:cg_l] and C = [ ] ,
i.j=1 Ti + Yj

ij=1
wWith 1 > x> > ... > x, >0 and 1 > x> > ... > x, > O,
O<y1 <y2<...<Yn.

e SVDs of TN and TNY trivially related, but this is no
longer true for eigenvalues.
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HRA algorithm for certain sign regular (SR) matrices (lll)

EXAMPLE 1:

A= Cl) 1 , hondiagonalizable and e-values {1,1}
[ | 1++5
AY = i (1) , diagonalizable and e-values V5

EXAMPLE 2:

1 = :z:% o 1 x5 x%

_ ) _ P
V(zi,z0,23) = | 1 x2 x5 V¥ (x1,2,23) = | 1 2 x5
1 x3 :c% 1 x4 a:%

e-val V(107°,1,10%) = {10%?, 1.0...., 1.0...} (this is TN)

e-val of V#(10°,1,10°) = {1.0...-10°, —1.0..-10°..., 1.0..} (TN’)
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HRA algorithm for certain sign regular (SR) matrices (1V)

e KEY POINT 1: Every TNY (by columns) matrix can be
uniquely represented with nonnegative bidiagonals as

BD/(A)
A=1M ... 0D . p.yh-D. . gd.

1

where, J = Lk = A ,

D is diagonal nonsingular, and U®) is upper bidiagonal.

e KEY POINT 2: The nontrivial entries of BD’(A) deter-
mine accurately the eigenvalues of A (Koev, FMD, 2007).

o KEY POINT 3: All steps in the next algorithm are per-
formed on BD’(A).
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HRA algorithm for certain sign regular (SR) matrices (V)

Algorithm (Koev,FMD, 2007) Given BD’(A) of a nonsingular
TN’ matrix A computes the eigenvalues of A to hra.

1. Similarity transformations are used to reduce A to a
nonnegative anti-bidiagonal

_ bl a1 -
. a2

bn—1 Anp—1

A,

without cancellations.

2. A positive diagonal similarity transforms C into a
symmetric anti-bidiagonal matrix

- b,} a,a- -
G = - e TN-.

/

b’} a-
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HRA algorithm for certain sign regular (SR) matrices (VI)

3. The absolute values,

A1| > ... > | ], of the eigenvalues

of
B b; aj |
. a2 J
G = - € TN".
bl} a;
| 44 _
are the singular values of
- b,} _
CL2 .
G-J= S e TN,
!/ !/
ar, 2?
L 1

and the signs are (—1)0¢-1).

Singular values of G - J are computed to hra by Dem-

mel/Kahan's zero shift QR, or Fernando and Parlett’s dqds.

Note: Step 2 more complicated if some b; = O.
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HRA algorithm for certain sign regular (SR) matrices (VIl)

EXAMPLE: V is a 40 x40 Vandermonde matrix with nodes
4,3.9,3.8,...,0.1. BD/(V) can be accurately computed.

PeYes) O SREigenvalues
10 i
. e + €9
10 o | e
0] max
$®®®
@@EB
o
o
e
0 S
107 @
(5>
@
A ittt bbbt b bt Br---------
O++
o_t,
O _T++
. o 't
107"°} o +++7
@)
O
O
O
O
-20
10 [ o‘
0 5 10 15 20 25 30 35 40

Eigenvalue index

ko(V) =2.4.10%
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CONCLUSIONS

e Accurate eigenvalue/vectors computations of symmetric ma-
trices are rather well understood.

e Jacobi type algorithms are fundamental in accurate sym-
metric eigenproblems.

e In symmetric eigenproblems rank revealing decompositions
play a key role both as numerical tool and a unifying con-
cept.

e RRDs allow us to compute accurately eigenvalues for many
classes of symmetric matrices.

e Only two types of nonsymmetric accurate eigenvalue (not
vector) algorithms have been found so far.

e The final (iterative) step of these nonsymmetric accurate
eigenvalue algorithms is the accurate computation of singu-
lar values of bidiagonal matrices.
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