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What is this? Where can we find it?
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Why do I call this result “Paul’s” Index Sum Theorem?

...

G. Verghese, P. Van Dooren, T. Kailath, Int. J. Control, 1979, Vol 30, page 241.
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...whose proof we merely outline for lack of space...
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...outline for lack of space...

This is the last page of G.
Verghese, P. Van Dooren, T.
Kailath, Int. J. Control, 1979,
Vol 30, page 243.

There is still half a page
available!!

F. M. Dopico (U. Carlos III, Madrid) Paul Van Dooren’s Index Sum Theorem Louvain-la-Neuve, 8-7-2016 5 / 59



Linearizations of rational matrices are mentioned in...

...the last page of G. Verghese,
P. Van Dooren, T. Kailath, Int.
J. Control, 1979, Vol 30, page
243.

ILAS 2016-Talk. Wednesday, July
13. 12:00-12:30. Strong lineariza-
tions of rational matrices. S. Mar-
caida (joint work with A. Amparán,
F. Dopico, I. Zaballa). MS24 Ma-
trix Polynomials, Matrix Functions
and Applications, organized by I.
Zaballa and P. Psarrakos.
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Paul’s Index Sum Theorem is also in his PhD Thesis
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...but the proof is still shorter and the page 3.10 that should include

Theorem 3.8 is missing in Paul’s PhD Thesis
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But, please, do not get into panic!

The situation is not as in “Fermat’s Last Theorem” ,,

since we can conjecture the statement of the “lost Theorem 3.8” in
Paul’s PhD Thesis,

and even to prove such conjectured theorem.

Conjectured Theorem 3.8 in Paul’s Thesis. Let δp(λB −A) and
δz(λB −A) denote the total number of poles and zeros (finite and
infinite) respectively of an arbitrary matrix pencil λB −A, and let
α(λB −A) denote the sum of its left and right minimal indices. Then

δp(λB −A) = δz(λB −A) + α(λB −A) .

In plain words, this states that Paul’s Index Sum Theorem for arbitrary
rational matrices holds, in particular, for matrix pencils, which can be
easily proved via the Kronecker Canonical Form of matrix pencils.

Then the proof for any rational matrix follows from Möbius
transformations and the properties of “strongly irreducible generalized
state-space polynomial system pencils” for proper rational matrices.
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Many other interesting pioneering ideas can be found in Paul’s thesis

and also Paul’s tender and family personality ...

I have highlighted the most important part of this paragraph, but observe

“for her careful typing of this manuscript”

Would Paul’s PhD Thesis exist without Maggie?

Open problem...
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Paul’s Index Sum Theorem laid dormant until 1991

at least up to my limited knowledge.

In fact, I conjecture that it remained dormant (forgotten??) even in Paul’s
mind.

(Parenthesis: References on Paul’s Index Sum Theorem, its use, and
its applications are most welcome since I would like to write a “historical
report” on it, because it is a fundamental result that in the last few years
has been applied to the solution of some important problems for matrix
polynomials and it would be surprising for me if it was not used before.)

In 1991 the index sum theorem appears again but only for matrix
polynomials and written in such a form that nobody established a
connection between Paul’s general result for arbitrary rational
matrices and the “new theorem” by

C. Praagman. Invariants of polynomial matrices. Proceedings of the
First European Control Conference, Grenoble 1991. (I. Landau, Ed.)
INRIA, 1274-1277, 1991.

W. H. L. Neven and C. Praagman. Column reduction of polynomial
matrices. Linear Algebra Appl., 188/189:569–589, 1993.

F. M. Dopico (U. Carlos III, Madrid) Paul Van Dooren’s Index Sum Theorem Louvain-la-Neuve, 8-7-2016 11 / 59



The result in Praagman’s 1991 Proceedings paper

It looks very different that Paul’s
result, since the rank and the degree
do not appear at all in Paul’s original
statement.

They appear here because the
definition of “structural indices at
∞” is different that in Paul’s Thesis.

Connections with Paul’s result are not
mentioned.
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Same comments apply to Neven and Praagman’s 1993 LAA paper
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Next clues about Index Sum Theorems: Vera Kublanovskaya 1999 (1)

It is a 203-pages long survey paper (almost a book),

which includes many results without proofs, just stated,

among them in page 3093
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Next clues about Index Sum Theorems: Vera Kublanovskaya 1999 (2)

Both versions of the Index Sum Theorem are stated one after the other:
Paul’s 1979 for arbitrary rational matrices and Praagman’s 1991 for
polynomial matrices,

but they are stated as independent results, without establishing any
connection between them!!, and without proofs (surprising).

The references provided (in a very vague way) are: Khazanov’s PhD
Thesis (1983), Paul’s PhD Thesis (1979), IEEE Trans. Aut. Control. by
Paul (1981)???, Wimmer Proc. AMS (1979) (NO RELATION)????

This survey defines in a confusing way the structure at infinity.
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I do not have more news to tell about Index Sum Theorems until...

I met Steve Mackey in a “cafetería” in Madrid in June 2009 and we
figured out the “Index Sum Theorem” for matrix polynomials

based on some hand-written notes that Fernando De Terán and myself
had sent previously to Steve

for proving “Non-existence of structured companion forms for many
classes of structured matrix polynomials of even degrees”.

At that time, we did not know Praagman’s result and even less Paul’s
result, since we were strongly focused on solving polynomial eigenvalue
problems via linearizations with particular emphasis on preserving
relevant structures, a very active area of research in the last decade.

So, essentially, rational matrices did not exist for us.

During Steve’s visit in June 2009 to Madrid, we proved the Index Sum
Theorem for polynomial matrices in arbitrary fields (Praagman’s for
reals, Paul’s for complex), we discussed about a name for it (rank
theorem, extended rank-nullity theorem,...), and later (probably in 2011)
we gave such result the name of the “Index Sum Theorem”.
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But, fortunately, we delayed the publication for some reasons

The “Index Sum Theorem” was not really our goal, we were involved in a
much larger project.

We presented talks on related results in the ILAS Conferences in Pisa
(2010) and Braunschweig (2011), in particular, results related to
“spectral equivalences of matrix polynomials”, and, as a consequence,

Stavros Vologiannidis recommended us to read his joint paper with N.
Karampetakis, Infinite elementary divisor structure-preserving
transformations for polynomial matrices, Int. J. Appl. Math. Comput.
Sci., 2003,

where Praagman’s Index Sum Theorem for polynomial matrices is stated
and Praagman’s 1991 proceedings paper is cited as the source of such
result (together with a 1998 paper in Kybernetika by E. Antoniou, A.
Vardulakis, and N. Karampetakis).

Again, connections with Paul’s 1979 result are completely missing in
Karampetakis and Vologiannidis paper,

as well as in ...
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The following very long paper in LAA (2014)
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Index Sum Thm. in Lake Tahoe-Householder Symposium XVIII (2011) (I)

In between F. De Terán, D. S. Mackey, and myself rediscovered the
“Index Sum Theorem” for matrix polynomials in 2009 and we submitted it
in 2013, there was one remarkable activity on this result.

In the 2011-Householder Symposium, Stefan Johansson presented the
poster Stratification of Full Normal Rank Polynomial Matrices, joint work
with Bo Kågström and Paul Van Dooren.

In that poster a version of the Index Sum Theorem valid only for full
rank polynomial matrices was stated and was fundamental in the proof
of the stratification results presented there (although many other
nontrivial results were also needed).

At that time, we already knew the general version of the Index Sum
Theorem for arbitrary matrix polynomials (not that Praagman obtained it
in 1991) and we commented this fact to Stefan, which triggered a
meeting of

Stefan Johansson, Bo Kågström, Paul Van Dooren, Fernando De Terán,
Steve Mackey and myself.
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Index Sum Thm. in Lake Tahoe-Householder Symposium XVIII (2011) (II)

Paul was willing to believe “our” Index Sum Theorem for arbitrary matrix
polynomials and, much later, he told me that he liked it very much.

(private comment during his visit to my Department from November
2013 to July 2014)

However, at that time, Stefan Johansson, Bo Kågström, and Paul did not
have a clear idea on how to use it for getting a stratification hierarchy for
arbitrary (i.e., non full rank) matrix polynomials and

the output of the meeting was that each group would cite the results of
the other (as we indeed did).

(Related comment: stratification problem for general matrix polynomials
recently solved in A. Dmytryshyn, S. Johansson, B. Kågström, and P.
Van Dooren, Geometry of spaces for matrix polynomial Fiedler
linearizations, in preparation).
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Index sum theorem in Johansson, Kågström, Paul’s paper in LAA (2013)

Connections with Paul’s 1979 result for rational matrices are not
established.
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The connection was finally established in 2015 (2014) in...

[28] is Praagman’s 1991 paper; [36] Verghese, Van Dooren, Kailath’s 1979
paper; [18] Kailath’s 1980 book.
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The Referee put a burden on our backs

Paragraph of Referee’s report:

“It turns out that Theorem 3.1 of the paper (the index sum theo-
rem) can be directly derived from Theorem 6.5-11 (in Kailath’s
1980 book) by using appropriately the structure (zeros and
poles) of matrix polynomials at infinity and Corollary 4.41 of
[A. I. G. Vardulakis, Linear multivariable control, John Wiley
and Sons, New York, 1991]. Although this corollary covers
only the case of non-singular matrix polynomials (and, from
my point of view, its proof is not completely satisfactory), it can
be rigorously proved to be true for any matrix polynomial. It re-
lates the poles and zeros at infinity of a matrix polynomial to its
degree and elementary divisors at infinity. In summary, the in-
dex sum theorem is the “index sum theorem described in [33]”
(Verghese, Van Dooren, Kailath’s 1979 paper) when applied to
matrix polynomials as special instances of matrices of rational
functions.”

Note: the words in blue added by F. Dopico.
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In the rest of the talk,

we will show how and why

Theorem (Paul’s Index Sum Theorem for Rational Matrices)

Let δp(R) and δz(R) denote the total number of poles and zeros (finite and
infinite) respectively of an arbitrary rational matrix R(λ), and let α(R) denote
the sum of its left and right minimal indices. Then

δp(R) = δz(R) + α(R) .

implies

Theorem (Index Sum Theorem for Polynomial Matrices)

Let δ(P ) be the sum of the degrees of all the elementary divisors (finite and
infinite) of an arbitrary polynomial matrix P (λ), and let α(P ) denote the sum
of its left and right minimal indices. Then

δ(P ) + α(P ) = degree(P ) ⋅ rank(P ).

and we will discuss some problems related to the Index Sum Theorem.
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Outline

1 Basic concepts on rational matrices

2 A few words on polynomial matrices

3 From Paul’s to Polynomial Index Sum Theorem

4 ...and beyond
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Rational matrices and polynomial matrices
A rational matrix R(λ) is a matrix whose entries are rational functions
with coefficients in C (as in Paul’s Thesis).

A polynomial matrix P (λ) is a matrix whose entries are polynomials with
coefficients in C.

Any scalar rational function r(λ) = n(λ)
d(λ)

can be uniquely written via
Euclidean division of n(λ) by d(λ) as

r(λ) = p(λ) + rsp(λ), where

p(λ) is a polynomial, and
the rational function rsp(λ) is strictly proper, i.e., lim

λ→∞
rsp(λ) = 0.

Thus, any rational matrix R(λ) can be uniquely expressed as

R(λ) = P (λ) +Rsp(λ), where

P (λ) is a polynomial matrix (polynomial part), and
the rational matrix Rsp(λ) is strictly proper (strictly proper part),
i.e., lim

λ→∞
Rsp(λ) = 0.

Unimodular matrices are square polynomial matrices with constant
nonzero determinant.
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The Smith-McMillan Form of a Rational Matrix (I)

Definition
The Smith-McMillan form of a rational matrix R(λ) ∈ C(λ)m×n is the following
diagonal matrix obtained under unimodular transformations U(λ) and V (λ):

U(λ)R(λ)V (λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ε1(λ)

ψ1(λ)
⋱ 0r×(n−r)

εr(λ)

ψr(λ)

0(m−r)×r 0(m−r)×(n−r)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

ε1(λ),⋯, εr(λ), ψ1(λ),⋯, ψr(λ) are monic polynomials,

the fractions
εi(λ)
ψi(λ)

are irreducible,

εj(λ) divides εj+1(λ), for j = 1, . . . , r − 1,

ψj+1(λ) divides ψj(λ), for j = 1, . . . , r − 1,
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The Smith-McMillan Form of a Rational Matrix (II)

Definition
The Smith-McMillan form of a rational matrix R(λ) ∈ C(λ)m×n is the following
diagonal matrix obtained under unimodular transformations U(λ) and V (λ):

U(λ)R(λ)V (λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ε1(λ)

ψ1(λ)
⋱ 0r×(n−r)

εr(λ)

ψr(λ)

0(m−r)×r 0(m−r)×(n−r)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

ε1(λ)
ψ1(λ)

,⋯, εr(λ)
ψr(λ)

are unique and

are called the FINITE invariant rational functions of R(λ).
r = rank G(λ).
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Finite zeros and finite poles of a Rational Matrix

Definition (finite zeros and finite poles)

Given the Smith-McMillan form of a rational matrix R(λ) ∈ C(λ)m×n:

U(λ)R(λ)V (λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ε1(λ)

ψ1(λ)
⋱ 0r×(n−r)

εr(λ)

ψr(λ)

0(m−r)×r 0(m−r)×(n−r)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

The finite zeros of R(λ) are the roots of εr(λ).
The finite poles of R(λ) are the roots of ψ1(λ).

Remark
Given any c ∈ C, one can write for each i = 1, . . . , r

εi(λ)
ψi(λ)

= (λ − c)σi(c) ε̃i(λ)
ψ̃i(λ)

, with ε̃i(c) ≠ 0, ψ̃i(c) ≠ 0.
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Sequence of structural indices of R(λ) at c ∈ C

Definition (Structural indices at c ∈ C)

Let the Smith-McMillan form of a rational matrix R(λ) ∈ C(λ)m×n be

U(λ)R(λ)V (λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ε1(λ)

ψ1(λ)
⋱ 0r×(n−r)

εr(λ)

ψr(λ)

0(m−r)×r 0(m−r)×(n−r)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

and let c ∈ C be a number. Then, the sequence of structural indices of R(λ) at
c is the sequence of r = rankR(λ) integers

S(R, c) = (σ1(c), σ2(c), . . . , σr(c))

where

εi(λ)
ψi(λ)

= (λ − c)σi(c) ε̃i(λ)
ψ̃i(λ)

, with ε̃i(c) ≠ 0, ψ̃i(c) ≠ 0.
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Properties of the sequence of structural indices of R(λ) at c ∈ C

Proposition (properties of structural indices at c ∈ C)

Let R(λ) ∈ C(λ)m×n be a rational matrix, let c ∈ C, and let

S(R, c) = (σ1(c), σ2(c), . . . , σr(c))

be the sequence of structural indices of R(λ) at c. Then

σ1(c) ≤ σ2(c) ≤ ⋯ ≤ σr(c).
If S(R, c) = (0, . . . ,0), then c is not a finite pole nor a finite zero.

If σ1(c) < 0, then c is a finite pole of R(λ).
If σr(c) > 0, then c is a finite zero of R(λ).
Remark: a number c may be simultaneously a finite zero and a finite
pole.
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Example: sequences of structural indices at finite values

The matrix

R(λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

λ

λ − 1
1

λ − 1
(λ − 1)2

1 λ2

1 λ7

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

∈ C(λ)5×6

has the Smith-McMillan form

R(λ) ∼

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1

λ − 1
1

λ − 1
1

1
(λ − 1)2λ 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

and the sequences of structural indices (rank(R) = 5)

S(R,1) = (−1,−1,0,0,2).
S(R,0) = (0,0,0,0,1).
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Poles and zeros at infinity of a Rational Matrix

Definition
Let R(λ) be a rational matrix. Then, the pole-zero structure of R(λ) at λ =∞
is the pole-zero structure of R(1/λ) at λ = 0.
More precisely, the sequence of structural indices of R(λ) at λ =∞ is the
sequence of structural indices of R(1/λ) at λ = 0.

The structural indices of R(λ) at λ =∞ are also called “the invariant
orders at infinity of R(λ)”.
A modern, rigorous, and complete reference on this topic is: A.
Amparán, S. Marcaida, and I. Zaballa, “Finite and infinite structures of
rational matrices: a local approach”, ELA, 2015.
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Example (continued): sequence of structural indices at infinity (I)

Consider again the matrix

R(λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

λ

λ − 1
1

λ − 1
(λ − 1)2

1 λ2

1 λ7

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

∈ C(λ)5×6

and

R̃(λ) ∶= R(1/λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1

1 − λ
λ

1 − λ
(λ − 1)2

λ2

1
1

λ2

1
1

λ7

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

whose Smith-McMillan form is
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Example (continued): sequence of structural indices at infinity (II)

R̃(λ) ∶= R(1/λ) ∼

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1

λ7(λ − 1)
1

λ2(λ − 1)
1

λ2

1
λ(λ − 1)2 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Thus, the sequence of structural indices at infinity of R(λ) is

S(R,∞) = S(R̃,0) = (−7,−2,−2,0,1).
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The smallest structural index at infinity

Proposition

Let us express the rational matrix R(λ) as

R(λ) = P (λ) +Rsp(λ), where

P (λ) is its polynomial part and Rsp(λ) is its strictly proper part.

1 If P (λ) ≠ 0, then −deg(P ) is the smallest structural index of R(λ) at
infinity.

2 If P (λ) = 0, then the smallest structural index of R(λ) at infinity is
positive.

Remark
This result has an impact on how to define and to state the properties of
strong linearizations of rational matrices (see talk in ILAS by Marcaida) since
rational matrices whose polynomial parts have different degrees cannot have
the same structural indices at infinity.
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Example (continued): smallest structural index at infinity

Consider again the matrix

R(λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

λ

λ − 1
1

λ − 1
(λ − 1)2

1 λ2

1 λ7

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

∈ C(λ)5×6

S(R,∞) = (−7,−2,−2,0,1).
Note

R(λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
0
(λ − 1)2

1 λ2

1 λ7

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

P (λ)

+

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
λ−1

1
λ−1

0
0 0

0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Rsp(λ)
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Polar and zero degrees (total numbers of poles and zeros)

Theorem (Paul’s Index Sum Theorem for Rational Matrices)

Let δp(R) and δz(R) denote the total number of poles and zeros (finite and
infinite) respectively of an arbitrary rational matrix R(λ), and let α(R) denote
the sum of its left and right minimal indices. Then

δp(R) = δz(R) + α(R) .

Definition (total numbers of poles and zeros)

The total number of poles of R(λ) (more formally known as the polar
degree or the McMillan degree of R(λ)) is minus the sum of all negative
structural indices of R(λ) (including those at ∞).

The total number of zeros of R(λ) (more formally known as the zero
degree of R(λ)) is the sum of all positive structural indices of R(λ)
(including those at ∞).
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Example (continued): polar and zero degrees

Consider again the matrix

R(λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

λ

λ − 1
1

λ − 1
(λ − 1)2

1 λ2

1 λ7

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

∈ C(λ)5×6

S(R,1) = (−1,−1,0,0,2),
S(R,0) = (0,0,0,0,1),
S(R,∞) = (−7,−2,−2,0,1).

δp(R) = 13 (polar degree).

δz(R) = 4 (zero degree).
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Minimal bases of a Rational Matrix

An m × n rational matrix R(λ) whose rank r is smaller than m and/or n has
non-trivial left and/or right null-spaces over the field C(λ) of rational functions:

N `(R) ∶= {y(λ)T ∈ C(λ)1×m ∶ y(λ)TR(λ) ≡ 0T } ,
Nr(R) ∶= {x(λ) ∈ C(λ)n×1 ∶ R(λ)x(λ) ≡ 0} .

N`(R) and Nr(R) have bases consisting entirely of vector polynomials.

Definition (Minimal bases)

A right minimal basis of R(λ) is a basis of Nr(R)
1 consisting of vector polynomials

2 whose sum of degrees is minimal among all bases of Nr(R) consisting
of vector polynomials.

Analogous definition for left minimal basis of R(λ).
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Minimal indices of a Rational Matrix

There are infinitely many right minimal bases of R(λ), but...

Theorem (Forney, 1975)

The ordered list of degrees of the vector polynomials in any minimal basis of
Nr(R) is always the same.

Definition
These degrees are called the right minimal indices of R(λ).

Analogous definition for left minimal indices of R(λ).
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Example (continued): minimal indices and checking Paul’s Theorem

Consider again the matrix

R(λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

λ

λ − 1
1

λ − 1
(λ − 1)2

1 λ2

1 λ7

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

∈ C(λ)5×6

rank(R) = 5 Ô⇒ dimN`(R) = 0 and dimNr(R) = 1

{[0,0,0, λ9,−λ7,1]T } right minimal basis of R(λ), which has only one
right minimal index equal to 9.

Sum of all minimal indices of R(λ) is α(R) = 9.

Since δp(R) = 13 (polar degree) and δz(R) = 4 (zero degree),

δp(R) = δz(R) + α(R) ,
which is Paul’s Index Sum Theorem in action.
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Outline

1 Basic concepts on rational matrices

2 A few words on polynomial matrices

3 From Paul’s to Polynomial Index Sum Theorem

4 ...and beyond
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Polynomial matrices are particular instances of rational matrices (I)

Polynomial matrices are simpler than rational matrices:

The Smith-McMillan form reduces to the Smith form and

the finite invariant rational functions to the invariant polynomials.

Therefore, polynomial matrices do not have finite poles, so

every sequence of structural indices at a finite point β ∈ C is nonnegative,

and coincides with the corresponding sequence of partial multiplicities at
β

(whose nonzero entries are the degrees of the elementary divisors at β).

The finite zeros are usually called in the polynomial context finite
eigenvalues.
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Polynomial matrices are particular instances of rational matrices (II)

However, a polynomial matrix P (λ) of degree d has always at least
one pole of order d at infinity, i.e.,

if rank(P ) = r, then the sequence of structural indices at infinity is

S(P,∞) = (−d, s2, . . . , sr)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

r

, with −d ≤ s2 ≤ ⋯ ≤ sr.

P (λ) may also have zeros at infinity.
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Infinite eigenvalues of polynomial matrices

In the “community of polynomial matrices”, the structure at infinity is usually
defined as follows.

Definition (Reversal polynomial)
Let

P (λ) = Pdλd + Pd−1λd−1 +⋯ + P0, Pd ≠ 0

be a matrix polynomial of degree d, the reversal of P (λ) is

revP (λ) ∶= λdP ( 1
λ
) = Pd + Pd−1 λ +⋯ + P0 λ

d .

Definition (Eigenvalues at ∞)

P (λ) has an eigenvalue at ∞ if 0 is an eigenvalue of revP (λ).
The partial multiplicity sequence of P (λ) at ∞ is the same as that of 0 in
revP (λ).
The elementary divisors for 0 of revP (λ) are the elementary divisors for ∞
of P (λ).
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Relation between “both concepts” of structure at infinity

Trivial remark: Since revP (λ) ∶= λdP ( 1
λ
), the Smith form of the polynomial

matrix revP (λ) is the Smith-McMillan form of the rational matrix P (1/λ)
multiplied by λd.

Proposition

Let P (λ) be a polynomial matrix of degree d and let its sequence of structural
indices at infinity (the sequence at 0 of P (1/λ)) be

S(P,∞) = (−d, s2, . . . , sr)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

r

, with −d ≤ s2 ≤ ⋯ ≤ sr.

Then:

the partial multiplicity sequence of P (λ) at infinity is

S(P,∞) + d ∶= (0, s2 + d, . . . , sr + d), with 0 ≤ s2 + d ≤ ⋯ ≤ sr + d.

P (λ) has an eigenvalue at infinity if and only if “S(P,∞) + d” is not the
zero sequence and the degrees of the elementary divisors of P (λ) at
infinity are the nonzero entries of “S(P,∞) + d”.
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Particularizing Paul’s Index Sum Theorem to Polynomial Matrices (I)

Theorem (Paul’s Index Sum Theorem for Rational Matrices)

Let δp(R) and δz(R) denote the total number of poles and zeros (finite and
infinite) respectively of an arbitrary rational matrix R(λ), and let α(R) denote
the sum of its left and right minimal indices. Then

δp(R) = δz(R) + α(R) .

If R(λ) = P (λ) is a polynomial matrix of degree d, r = rank(P ), and with
sequence of structural indices at ∞ given by

S(P,∞) = (−d, s2, . . . , sr)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

r

, with −d ≤ s2 ≤ ⋯ ≤ sk < 0 ≤ sk+1 ≤ ⋯ ≤ sr,

then, since P (λ) has poles only at infinity,

δp(P ) = −(−d +
k

∑
i=2

si) ,

δz(P ) =
r

∑
i=k+1

si + δfinitez (P ) .
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Particularizing Paul’s Index Sum Theorem to Polynomial Matrices (II)

Therefore,

δp(P ) = δz(P ) + α(P ) Ô⇒ −(−d +
k

∑
i=2

si) =
r

∑
i=k+1

si + δfinitez (P ) + α(P )

Ô⇒ 0 = (−d +
r

∑
i=2

si) + δfinitez (P ) + α(P )

Ô⇒ d r = (0 +
r

∑
i=2

(si + d)) + δfinitez (P ) + α(P ) .

We have obtained easily

d r = (0 +
r

∑
i=2

(si + d))

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Sum degrees ∞ element. divisors

+δfinitez (P )

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Sum degrees ALL element. divisors

+α(P ) ,

i.e., we have obtained
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The Index Sum Theorem for Polynomial Matrices

Theorem (Index Sum Theorem for Polynomial Matrices)

Let δ(P ) be the sum of the degrees of all the elementary divisors (finite and
infinite) of an arbitrary polynomial matrix P (λ), and let α(P ) denote the sum
of its left and right minimal indices. Then

δ(P ) + α(P ) = degree(P ) ⋅ rank(P ).

Remarks on degree(P ) and rank(P )

They do not appear explicitly in Paul’s formulation δp(R) = δz(R) + α(R)
simply because of the differences in the definitions of structures at ∞.

In Paul’s formulation, the degree of the polynomial part is minus the
smallest structural index at infinity, so the degree is present there.

Where is the rank? In the length of the lists of structural indices and/or in
the lengths of the lists of left and right minimal indices (by using the size
of R).
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There are still many challenging adventures to live related to Paul’s result

and I guess that in all of them
the structure at infinity of ratio-
nal matrices will pose very hard
and difficult obstacles. There-
fore, now, that Paul will have
more time, we need his help to
travel
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There are still many challenging adventures to live related to Paul’s result

and I guess that in all of them
the structure at infinity of ratio-
nal matrices will pose very hard
and difficult obstacles. There-
fore, now, that Paul will have
more time, we need his help to
travel

To infinity... and beyond!
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Some recent applications of Index Sum Theorem for Polynomial Matrices

The Index Sum Theorem for Polynomial Matrices has been fundamental

1 for solving the most general possible form of inverse eigenstructure
problem for polynomial matrices with prescribed degree (De Terán, D,
Van Dooren, SIMAX, 2015), leading to the Fundamental Realization
Theorem (recently baptized by Steve Mackey);

2 for describing a complete stratification of arbitrary polynomial matrices
(related to the Fundamental Realization Theorem above, ), i.e., for
characterizing all possible eigenstructures nearby a given matrix
polynomial and their hierarchy of “genericities” (A. Dmytryshyn, S.
Johansson, B. Kågström, and P. Van Dooren, in preparation; S.
Johansson, B. Kågström, and P. Van Dooren, LAA, 2013);

3 for proving that many structured classes of matrix polynomials with even
degree contain polynomials that cannot be “strongly linearized” via a
pencil having the same structure (De Terán, D, Mackey, LAA, 2014).

The proofs of 1 and 2 are very far from trivial.
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Natural question

Since we have Paul’s Index Sum Theorem available for arbitrary rational
matrices, the following question arises naturally:

Can the results in the previous slide be generalized to arbitrary rational
matrices by replacing the conditions coming from the Index Sum
Theorem for polynomial matrices just by Paul’s Index Sum Theorem?

Let us develop a bit more only one of such potential generalizations.
For instance:
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The fundamental realization theorem for polynomial matrices is

Theorem (De Terán, D, Van Dooren, SIMAX, (2015))

Consider that the following data

m, n, d, and r ≤min{m,n} positive integers,

r scalar monic polynomials such that p1(λ)∣p2(λ)∣⋯ ∣pr(λ),
0 = γ1 ≤ ⋯ ≤ γr integers,

0 ≤ ε1 ≤ ⋯ ≤ εn−r and 0 ≤ η1 ≤ ⋯ ≤ ηm−r integers

are prescribed. Then, there exists an m × n polynomial matrix P (λ), with
rank r, with degree d, with invariant polynomials p1(λ), . . . , pr(λ), with partial
multiplicities at infinity γ1,⋯, γr, and with right and left minimal indices equal
to ε1,⋯, εn−r and η1,⋯, ηm−r, respectively, if and only if

r

∑
j=1

degree(pj) +
r

∑
j=1

γj +
n−r

∑
j=1

εj +
m−r

∑
j=1

ηj = dr.
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or, in plain words,

if and only if the prescribed data satisfy the Index Sum Theorem for
polynomial matrices.
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Conjectured!!! The fundamental realization theorem for rational matrices

Theorem (???, ???, Van Dooren, ???, (201?))

Consider that the following data L
m, n, and r ≤min{m,n} positive integers,

r (monic) irreducible fractions ε1(λ)
ψ1(λ)

, . . . , εr(λ)
ψr(λ)

, such that ε1(λ) ∣⋯ ∣ εr(λ)
and ψr(λ) ∣⋯ ∣ψ1(λ),
γ1 ≤ ⋯ ≤ γr integers (sequence of potential structural indices at infinity),

0 ≤ ε1 ≤ ⋯ ≤ εn−r and 0 ≤ η1 ≤ ⋯ ≤ ηm−r integers

are prescribed and let δp(L) and δz(L) be the polar and the zero degrees of
L. Then, there exists an m × n rational matrix R(λ), with rank r, with finite
invariant rational functions ε1(λ)

ψ1(λ)
, . . . , εr(λ)

ψr(λ)
, with sequence of structural

indices at infinity γ1,⋯, γr, and with right and left minimal indices equal to
ε1,⋯, εn−r and η1,⋯, ηm−r, respectively, if and only if

δp(L) = δz(L) +
n−r

∑
j=1

εj +
m−r

∑
j=1

ηj .
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or, in plain words,

if and only if the prescribed data satisfy Paul Van Dooren’s (established
1979) Index Sum Theorem for arbitrary rational matrices.

This would be an extremely elegant, easy to state, and powerful result,

one of those results that many researchers in Mathematics would like to
prove,

and that, probably, would be the starting point to obtain several other
fundamental results.

However, to realize the structure at infinity seems very hard,

therefore, to attack this problem is recommendable only for very strong
researchers, with a deep background on rational and polynomial
matrices, having considerable time, and a lot of energy..., i.e.,

it is a problem for Paul in his new life as Emeritus Professor.
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