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What is this theorem? Where can we find it?

INT. J. GONTROL, 1979, voL. 30, No. 2, 236-243

- »

Properties of the system matrix of a generalized
state-space systemt

G. VERGHESE}, P. VAN DOOREN§ and T. KAILATH{

T(s) —Uls)

For an irreducible polyncmial system matrix FP(s)= , Rosenbrock
Vis) Wi(s)
(1970, p. 111) has shown that the polar structure of the associated transfer funciion
R(s)= V(e)T-"(s)U(s) at any finite frequency is isomorphic to the zero atructure of
T(s) at that frequency, while the zero structure of R(s) at any finite frequenecy is
isomorphic to that of P(s) at the same frequency. In this paper we obtain the
appropriate extensions for the structure al infinite frequencies in the porticular case
of systems for which T(s)=sE—4A (with E possibly singular), U(s)=B, Vis)=0C,
and W(s)= D, under a strengthened irreducibility condition. We term such systems
generalized slate-space systems, ond note that any rational R(s) may be realized in
this form. We also demonstrate in this case that a minimal basis (in the sense of
Forney (1975) for the left or right null space of P(s) directly generates one with the
same minimal indices for the corresponding null space of R(s), and vice versa. Thesa
results also enable us to identify the pole-zero excess of R(s) as being equal to the
gum of the minimal indices of its null spaces, Connections with Kronoecker's theory
of matrix pencils are made.
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Why do | call this result “Van Dooren’s Index Sum Theorem”?

;r_hz-foliowing theoremt, whose proof we merely outline for lack of space,
demonstrates an important consequence of the preceding two theorems.

Theorem 3 B
Let 5,(R) and 8,(R) denote the total number of poles and zeros (finite
p v - . .
and infinite) respectively of an arbitrary rational matrix _R(s), and let o(R)
denote the sum of the minimal indices of the left and right null spaces of
R(s). Then
8,(R)=8,(R)+a(F) (21)

+ Tirst obtained, in a slightly different way, by Van Dooren, in earlier unpublished
~gearch. i

G. Verghese, P. Van Dooren, T. Kailath, Int. J. Control, 1979, Vol-30, page 241.
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Paul Van Dooren’s Index Sum Theorem is also in his PhD Thesis

Proposivion 5.10

The polar and zexo degree of a ratiomal matrix and the minimal orders

of its left and right null spaces satisfy the equality

Proof

From the above xemarks and thsorem 3.8 it follows that (AE-a being regular) :
GP(R) =6 _(AE=A) = !P(JE-A]
S R) + E®) + AR) = 8 OB-D) + E0GE-A) + RGED -
Since §, (4B-4) = rank E and 4 (\E-i) = rank E (see theoren 3.8), ve

have chat & (AE-A) = 5pui—.’i), which completes the proof.
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Van Dooren’s Index Sum Theorem laid dormant until 1991,

@ at least up to my limited knowledge, though it is studied in Kailath’s
book, Linear Systems, 1980.
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@ at least up to my limited knowledge, though it is studied in Kailath’s
book, Linear Systems, 1980.

@ In 1991 the index sum theorem appears again but only for matrix
polynomials and written in such a form that nobody established a
connection between Van Dooren’s general result for arbitrary rational
matrices and the “new theorem” by
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Van Dooren’s Index Sum Theorem laid dormant until 1991,

@ at least up to my limited knowledge, though it is studied in Kailath’s
book, Linear Systems, 1980.

@ In 1991 the index sum theorem appears again but only for matrix
polynomials and written in such a form that nobody established a
connection between Van Dooren’s general result for arbitrary rational
matrices and the “new theorem” by

@ C. Praagman. Invariants of polynomial matrices. Proceedings of the
First European Control Conference, Grenoble 1991. (I. Landau, Ed.)
INRIA, 1274-1277,1991.
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The result in Praagman’s 1991

Proceedings paper

INVARIANTS OF POLYNOMIAL MATRICES

an
Department of Bconometrics
University of Groningen
P.0.Box 800
9700 AV Groningen
The Netherlan
email:prasgman@rug al
fax:3150633720

March 6, 1991

Absteact n thin papes a resclt on integer inurisata
e o the misimal

reiabic algarithm or columa rducton of palynorsial ma-
Kegowords: Keonecker indices, clementary divsors, co-
s seduction

1 Introduction

Maay resalts in the polynoraial approach to systetis
thoory depend on or take a niee form if the specific
polymomisls are in row o column reduced form: re
sults concerning minimal siate space represeatations,
coprime factorizations cic, cic

sagmun (BHP] & mumeri-

Definition 2 Let # € R™*"{d]. Then P i waimed-
ular ifdet(F) € R\ (0}

Lat AF(s) = diag(s™¢) ._4~*("), then PA” is
« proper sational matrx.

Deflation $ Let P & R, Then the feading
coturan coficient matris of B, T(P) i deind as
T(F) = PAP(@0). If P = (0 PT, T o permute-
lion matrin, snd TCP) das full coburm rak, then P 5
calld coumn reveed

With a lttle abise of terminclogy we will call s ma-
trix Q a basis for the module M, i the clumns of @

© form 4 bais of M.

Definition 4 Let M be a submodulc of R°[s]. Thea
Q& R (s] o calld o basis of M if omé Q = v, snd
M= Im Q. I, morcover, @ s column reduced, then
Q is called o misimal busis of M.

Note that f Q(s) has fullcolomn rask oc ll s € C,

"M i a divect summand of R[], 50 in that case
i i the s of Forney

ithm hinges stiongly P
nal matrix has full columu axk. 1t turns out, homever,
that the algorithm etllleads 10 correct resuls if this
condition is not satished. In thia pape I will present
scme sesults on integer invaciants of polynorial aatri-
s, which make 8 proof poceible . the more general

2 Preliminaries

Lot me staxt by recalling some definsions:

Definition 1 Let P € R™*"[s]. Then d(P), the de-
o

gree of P is define a3 the mazimam of

s entrics, and d,(P), the j — th column degre of P Thee

as the masimum of the degrees in the j —
S(P) is the array of integers obtained by srranging the

cotumn degrecs of P in non-decreasing order.

i
F], or Beclen [B].

For eaeh polynomial matrix P having full cohima
rank there exists 4 unimedulse’ matrix U, such that
P is columa reduced {see Wolovich [W], Keilath [K]
or (). The pro, given in these refesences, is con-
Suctive and dos imply:

Lemma 1 et P and Q be basen for M, and et @ b
minimal. Then KF) > 5(Q) totely

Unfartunately, the procf mentioned above, has ok
ward numerical propectics as was pointel out by Van
Dooren (VD). The sumercally more saicying method
in (BILP) i based on the following theoren:
orem 1 Let P € R™*"[s] have full column ras,
and [el (U RY be & minimal basis for Ker(#P ~ 1),
Then U i wnimodular and i b exeeeds (n—1)d then

eV R= PU is column reduce
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Theorem 3 Let P € R™*"[s] be a polynomial matriz

¢_7f v_unk r and degree d. Then the sum of #is structure
mdices equals rd.

Proof. It can be deduced immediately from the Kro-
necker normal form displayed above that the theorem
hold; for matrix polynomials of degree 1. The rank
of.l'f equals m(d — 1) + r, hence its number of left
minimal indices (and that of P) is m — r.
Fronf theorem 2 we conclude that the sum of the struc-
ture indices of P equals the sumn of the structure indices
of £P minus (m — r)(d ~ 1), hence equals
md—m-+r—md+m+rd—r=rd,

Index Sum Theorem
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Theorem 3 Let P € R™*"[s] be a polynomial matriz

¢_7f v_unk r and degree d. Then the sum of #is structure
mdices equals rd.

Proof. It can be deduced immediately from the Kro-
necker normal form displayed above that the theorem
holds for matrix polynomials of degree 1. The rank
of. ITP equals m(d — 1) + r, hence its number of left
minimal indices (and that of P) is m — r.
Fronf theorem 2 we conclude that the sum of the struc-
ture indices of P equals the sumn of the structure indices
of £P minus (m — r)(d ~ 1), hence equals
md—m-+r—md+m+rd—r=rd,

@ It looks very different that Van
Dooren’s result, since the rank and
the degree do not appear at all in Van
Dooren’s original statement.

oren’s Index Sum Theorem
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Theorem 3 Let P € R™*"[s] be a polynomial matriz

¢_7f v_unk r and degree d. Then the sum of #is structure
mdices equals rd.

Proof. It can be deduced immediately from the Kro-
necker normal form displayed above that the theorem
holds for matrix polynomials of degree 1. The rank
of. ITP equals m(d — 1) + r, hence its number of left
minimal indices (and that of P) is m — r.
Fronf theorem 2 we conclude that the sum of the struc-
ture indices of P equals the sumn of the structure indices
of £P minus (m — r)(d ~ 1), hence equals
md—m-+r—md+m+rd—r=rd,

@ It looks very different that Van
Dooren’s result, since the rank and
the degree do not appear at all in Van
Dooren’s original statement.

@ Connections with Van Dooren’s result
are not mentioned.
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Next clues about Index Sum Theorems: Vera Kublanovskaya 1999 (1)

Journal of Mathemaiical Sciences, Vol. 96, No_ 3, 999

METHODS AND ALGORITHMS OF SOLVING SPECTRAL PROBLEMS
FOR POLYNOMIAL AND RATIONAL MATRICES

V. N. Kublanovskaya UDC 519
Dedicated to the memory of my son Alexander
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@ lItis an almost forgotten 203-pages long survey paper,
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Next clues about Index Sum Theorems: Vera Kublanovskaya 1999 (1)

Journal of Mathemaiical Sciences, Vol. 96, No_ 3, 999

METHODS AND ALGORITHMS OF SOLVING SPECTRAL PROBLEMS
FOR POLYNOMIAL AND RATIONAL MATRICES

V. N. Kublanovskaya UDC 519
Dedicated to the memory of my son Alexander

@ lItis an almost forgotten 203-pages long survey paper,

@ which includes among many other results
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Next clues about Index Sum Theorems: Vera Kublanovskaya 1999 (2)

The following balance relations connecting scalar spectral characteristics of a A-matrix hold:
(2)
7(R) = 7:(B] + ¢[R] + n[F] (1.1.21)
for a rational m x n matrix R(}) of rank p;

Be[D] + Boo[D] +¢[D] + 7[D] = ps (1.1.22)

for a pelynomial m x n matrix D(}) of rank p and degree s.
Here, 71p[R)] is the sum of negative structural indices of all singular points of R(A); 7,[R] is the sum
of positive structural indices of R(A); Bc[D] is the sum of all finite elementary divisors of D(}); Boo[D] is
the sum of all infinite elementary divisors of D(A); £[R] and &[D] are the sums of all right minimal indices

of the matrices R()\) and D(A), respectively; n[R] and n[D] are the sums of all left minimal indices of the
matrices R(A) and D(A), respectively.

F. M. Dopico (U. Carlos Ill, Madrid) Dooren’s Index Sum Theorem 30-5-2018

8/32



Next clues about Index Sum Theorems: Vera Kublanovskaya 1999 (2)

The following balance relations connecting scalar spectral characteristics of a A-matrix hold:
(2)

7(R) = 7:(B] + ¢[R] + n[F] (1.1.21)
for a rational m x n matrix R(}) of rank p;

Be[D] + Boo[D] +¢[D] + 7[D] = ps (1.1.22)

for a pelynomial m x n matrix D(}) of rank p and degree s.
Here, 71p[R)] is the sum of negative structural indices of all singular points of R(A); 7,[R] is the sum
of positive structural indices of R(A); Bc[D] is the sum of all finite elementary divisors of D(}); Boo[D] is
the sum of all infinite elementary divisors of D(A); £[R] and &[D] are the sums of all right minimal indices

of the matrices R()\) and D(A), respectively; n[R] and n[D] are the sums of all left minimal indices of the
matrices R(A) and D(A), respectively.

@ Both versions of the Index Sum Theorem are stated one after the other:

Van Dooren’s 1979 for arbitrary rational matrices and Praagman’s 1991
for polynomial matrices,

F. M. Dopico (U. Carlos Ill, Madrid) Van Dooren’s Index Sum Theorem 30-5-2018

8/32



Next clues about Index Sum Theorems: Vera Kublanovskaya 1999 (2)

The following balance relations connecting scalar spectral characteristics of a A-matrix hold:
(2)
7(R) = 7:(B] + ¢[R] + n[F] (1.1.21)
for a rational m x n matrix R(}) of rank p;

Be[D] + Boo[D] +¢[D] + 7[D] = ps (1.1.22)

for a pelynomial m x n matrix D(}) of rank p and degree s.

Here, 71p[R)] is the sum of negative structural indices of all singular points of R(A); 7,[R] is the sum
of positive structural indices of R(A); Bc[D] is the sum of all finite elementary divisors of D(}); Boo[D] is
the sum of all infinite elementary divisors of D(A); £[R] and &[D] are the sums of all right minimal indices
of the matrices R()\) and D(A), respectively; n[R] and n[D] are the sums of all left minimal indices of the
matrices R(A) and D(A), respectively.

@ Both versions of the Index Sum Theorem are stated one after the other:
Van Dooren’s 1979 for arbitrary rational matrices and Praagman’s 1991
for polynomial matrices,

@ but they are stated as independent results, without establishing any
connection between them, and without proofs.

F. M. Dopico (U. Carlos Ill, Madrid) Van Dooren’s Index Sum Theorem 30-5-2018 8/32



Next clues about Index Sum Theorems: Vera Kublanovskaya 1999 (2)

The following balance relations connecting scalar spectral characteristics of a A-matrix hold:
(2)
7(R) = 7:(B] + ¢[R] + n[F] (1.1.21)
for a rational m x n matrix R(}) of rank p;
Be[D] + Boo[D] +¢[D] + 7[D] = ps (1.1.22)

for a pelynomial m x n matrix D()) of rank p and degree s.

Here, 71p[R)] is the sum of negative structural indices of all singular points of R(A); 7,[R] is the sum
of positive structural indices of R(A); Bc[D] is the sum of all finite elementary divisors of D(}); Boo[D] is
the sum of all infinite elementary divisors of D(A); £[R] and &[D] are the sums of all right minimal indices
of the matrices R()\) and D(A), respectively; n[R] and n[D] are the sums of all left minimal indices of the
matrices R(A) and D(A), respectively.

@ Both versions of the Index Sum Theorem are stated one after the other:
Van Dooren’s 1979 for arbitrary rational matrices and Praagman’s 1991
for polynomial matrices,

@ but they are stated as independent results, without establishing any
connection between them, and without proofs.

@ The references provided are: Khazanov’s PhD Thesis (1983) and Van
Dooren’s PhD Thesis (1979).
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| do not have more news to tell about Index Sum Theorems until...
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| do not have more news to tell about Index Sum Theorems until...

@ Fernando De Teran, Steve Mackey, and myself rediscovered (and
baptized) Praagman’s index sum theorem for polynomial matrices in
Madrid in June 2009.
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Dooren’s result,

@ but, fortunately, we delayed the submission of this result since we were
solving other problems.

@ In the process, we presented talks on related results in the ILAS
Conferences in Pisa (2010) and Braunschweig (2011), and

@ Stavros Vologiannidis recommended us to read one of his papers, which
led us to Praagman’s papers, but NOT to Van Dooren’s result.

@ Finally, we published, without any connection to Van Dooren’s
result...
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The following very long paper in LAA (2014)

Linear Algebra and its Applications 459 (2014) 264-333

Contents lists available at ScienceDirect
. . . . and Its.
Linear Algebra and its Applications Proste

www_elsevier.com/locate/laa

Spectral equivalence of matrix polynomials and @
- CrossMark
the Index Sum Theorem

Fernando De Teran ™', Froilan M. Dopico bsl D
Steven Mackey ©2

* Departamento de Matemdticas, Universidad Carles 11l de Madrid,
ad 30, 28911 Lega pain

ncias Matemndtic C-UAM-UC3M-UCM and Departamento
iversidad Carlos I1l de Madrid, Avda. Universidad 20,

28911 Leganés,
© Department of Mathematics, Western Michigan University, Kalamazoo,
M1 49008, USA

Theorem 6.5 (Index Sum Theorem for Matriz Polynomials). Suppose P(A) is an arbitrary
m x i matriz polynomial ever an arbitrary field. Then

Otin(P) + 80o (P) + p(P) = grade(P) - rank(P). (6.4)
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The connection was finally established in 2015 (2014) in...

SIAM J. MATRIX ANAL. APPL. (© 2015 Society for Industrial and Applied Mathematics
Val. 36, No. 1, pp. 302-328

MATRIX POLYNOMIALS WITH COMPLETELY
PRESCRIBED EIGENSTRUCTURE*

FERNANDO DE TERAN, FROILAN M. DOPICOf, AND PAUL VAN DOOREN#

THEOREM 3.1 (index sum theorem). Let P(X) be an m x n matriz polynomial

of degree d and rank r having the following eigenstructure:

e 7 invariant polynomials p;(A) of degrees &;, for j=1,..., s

o 1 infinite partial multiplicitres vy, .

e 1 —r right minimal indices ¢y,...,eq_y, and

e m —r left minimal indices Ny,....Nm—r,
where some of the degrees, partial multiplicities, or indices can be zero, and/or one
or both of the lists of minimal indices can be empty. Then

2 Yrs

m-r

- r nr
(3.1) ZJJA:Z)'JJrZEJ* Euj =dr.
i=1 j=1

=1 =1

Remark 3.2. A very interesting remark pointed out by an anonymous referee
is that the index sum theorem for matrix polynomials can be obtained as an easy
corollary of a more general result valid for arbitrary rational matrices, which is much
older than reference [28]. This result is [36, Theorem 3|, which can also be found
in [18, Theorem 6.5-11]. Using the notion of structural indices at o introduced in
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The connection was finally established in 2015 (2014) in...

SIAM J. MATRIX ANAL. APPL. (© 2015 Society for Industrial and Applied Mathematics
Val. 36, No. 1, pp. 302-328

MATRIX POLYNOMIALS WITH COMPLETELY
PRESCRIBED EIGENSTRUCTURE*

FERNANDO DE TERAN, FROILAN M. DOPICOf, AND PAUL VAN DOOREN#

THEOREM 3.1 (index sum theorem). Let P(X) be an m x n matriz polynomial

of degree d and rank r having the following eigenstructure:

e 7 invariant polynomials p;(A) of degrees &;, for j=1,..., s

o 1 infinite partial multiplicitres vy, ..., Yrs

e 1 —r right minimal indices ¢y,...,eq_y, and

e m —r left minimal indices Ny,....Nm—r,
where some of the degrees, partial multiplicities, or indices can be zero, and/or one
or both of the lists of minimal indices can be empty. Then

m-r

- r nr
(3.1) ZJJAZ)'JJrZEJ* Euj =dr.
i=1 j=1

=1 =1

Remark 3.2. A very interesting remark pointed out by an anonymous referee
is that the index sum theorem for matrix polynomials can be obtained as an easy
corollary of a more general result valid for arbitrary rational matrices, which is much
older than reference [28]. This result is [36, Theorem 3|, which can also be found
in [18, Theorem 6.5-11]. Using the notion of structural indices at o introduced in

[28] is Praagman’s 1991 paper; [36] Verghese, Van Dooren, Kailath’'s 1979
paper; [18] Kailath’s 1980 book.
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In the rest of the talk:

@ We will explain why Van Dooren’s Index Sum Theorem for Rational
Matrices (1979) implies “easily” the Index Sum Theorem for Polynomial
Matrices (1991).
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Matrices (1979) implies “easily” the Index Sum Theorem for Polynomial
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© We will emphasize why the connection between both results remained
hidden for such a long time.
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hidden for such a long time.

© We will explain why the Index Sum Theorem for Polynomial Matrices
(1991) implies “easily” Van Dooren’s Index Sum Theorem for Rational
Matrices (1979).

© We will show that Van Dooren’s Index Sum Theorem for Rational
Matrices is the unique necessary and sufficient condition for solving
the most general form of inverse rational “eigenstructure” problem.
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In the rest of the talk:

@ We will explain why Van Dooren’s Index Sum Theorem for Rational
Matrices (1979) implies “easily” the Index Sum Theorem for Polynomial
Matrices (1991).

© We will emphasize why the connection between both results remained
hidden for such a long time.

© We will explain why the Index Sum Theorem for Polynomial Matrices
(1991) implies “easily” Van Dooren’s Index Sum Theorem for Rational
Matrices (1979).

© We will show that Van Dooren’s Index Sum Theorem for Rational
Matrices is the unique necessary and sufficient condition for solving
the most general form of inverse rational “eigenstructure” problem.

© Notation: a few times “IST = Index Sum Theorem”.
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o Basic concepts on rational matrices
e From Van Dooren’s Rational to Polynomial Index Sum Theorem
e From Polynomial to Van Dooren’s Rational Index Sum Theorem

0 The rational inverse structural data problem
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o Basic concepts on rational matrices
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Rational matrices and polynomial matrices

@ Any rational matrix R(\) € C(\)"*" can be uniquely expressed as
R(X) = P(\) + Rsp(X), where

@ P()) is a polynomial matrix (polynomial part), and
e the rational matrix R,,(\) is strictly proper (strictly proper part),
Le., Jim Ryp(A) =0.
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The Smith-McMillan Form of a Rational Matrix

The Smith-McMillan form of a rational matrix R(X) € C(A\)™*" is the following
diagonal matrix obtained under unimodular transformations U (\) and V' (\):

UNRONV(A) =

[ c1(N)
Y1 ()

er(N)
Yr(A)

Orx(nfr)

O(m—v‘)xr

O(m-ryx(n-r) |
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The Smith-McMillan Form of a Rational Matrix

The Smith-McMillan form of a rational matrix R(X) € C(A\)™*" is the following
diagonal matrix obtained under unimodular transformations U (\) and V' (\):

UNRONV(A) =

-

L

51()\)
P1(A)

er(N)
'(/)7'(>‘)

Orx(nfr)

O(m—v‘)xr

O(m-ryx(n-r) |

@ =1 (M), e-(N), 11 (M), -, ,.(X) are monic polynomials,
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diagonal matrix obtained under unimodular transformations U (\) and V' (\):

UNRONV(A) =

-

L

51()\)
P1(A)

er(N)
'(/)7'(>‘)

Orx(nfr)

O(m—v‘)xr

O(m-ryx(n-r) |

@ =1 (M), e-(N), 11 (M), -, ,.(X) are monic polynomials,

()
Pi(A)

@ the fractions

are irreducible (invariant fractions),
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The Smith-McMillan Form of a Rational Matrix

The Smith-McMillan form of a rational matrix R(X) € C(A\)™*" is the following
diagonal matrix obtained under unimodular transformations U (\) and V' (\):
[ e (V)
P1(A)

Orx(n-r)
UMN)RMNV(A) = er(N)
'(/)7'(>‘)

] 0(m—ryxr O(m-ryx(n-r) |
@ =1(N),,e-(N), 101 (N), -+, 1. (N\) are monic polynomials,

gi(A)
Pi(A)
@ c,(\) divides ;41 () and ;.1 (A) divides 1;(\), for j=1,...,7 -1,

@ the fractions

are irreducible (invariant fractions),

F. M. Dopico (U. Carlos Ill, Madrid) Van Dooren’s Index Sum Theorem 30-5-2018



The Smith-McMillan Form of a Rational Matrix

The Smith-McMillan form of a rational matrix R(X) € C(A\)™*" is the following
diagonal matrix obtained under unimodular transformations U (\) and V' (\):
[ e (V)
P1(A)

Orx(n-r)
UMN)RMNV(A) = er(N)
'(/)7'(>‘)

] 0(m—ryxr O(m-ryx(n-r) |
@ =1(N),,e-(N), 101 (N), -+, 1. (N\) are monic polynomials,

gi(A)
Pi(A)
@ c,(\) divides ;41 () and ;.1 (A) divides 1;(\), for j=1,...,7 -1,
@ r=rank G(\).

@ the fractions

are irreducible (invariant fractions),
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Finite zeros, finite poles, and structural indices of a Rational Matrix

Definition (finite zeros and finite poles)

Given the Smith-McMillan form of a rational matrix R(\) € C(\)™*":

e1(N) er(N) 0
Gr)7T T ()T

The finite zeros of R(\) are the roots of the numerators and the finite poles
are the roots of the denominators.

UMNROV(N) = diag(

v

F. M. Dopico (U. Carlos Ill, Madrid) Van Dooren’s Index Sum Theorem 30-5-2018 17 /32



Finite zeros, finite poles, and structural indices of a Rational Matrix

Definition (finite zeros and finite poles)

Given the Smith-McMillan form of a rational matrix R(\) € C(\)™*":

e1(N) er(N) 0
z/}l()\) goaag l/}r()\) s Y(m-r)x(n-r)

The finite zeros of R(\) are the roots of the numerators and the finite poles
are the roots of the denominators.

v

Given any c € C, one can write foreachi=1,...,r,

UMNROV(N) = diag(

M: _Cai(c)w ith = (c ~AC
¥i(A) (A=) B\ with £i(c) # 0, ¥i(c) # 0.

.
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Finite zeros, finite poles, and structural indices of a Rational Matrix

Definition (finite zeros and finite poles)

Given the Smith-McMillan form of a rational matrix R(\) € C(\)™*":

e1(N) er(N)

LA ?Om—’I”X’ﬂ—T
G ()T >)

The finite zeros of R(\) are the roots of the numerators and the finite poles
are the roots of the denominators.

v

Given any c € C, one can write foreachi=1,...,r,

UMNROV(N) = diag(

M: _Cai(c)w ith = (¢ ~Ac
oy - A" =55 W E()£0,Fi(0) £0.

.

Definition (Structural indices at c € C)
The structural indices of R(\) at ¢ are

S(R,c) = (01(c) € o2(c) £ -+ < g (€)).
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Structure at infinity of a Rational Matrix R()\)

Definition

The structural indices of R(\) at co are identical to the structural indices of
R(1/)\) at A=0.
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Structure at infinity of a Rational Matrix R()\)

Definition
The structural indices of R(\) at co are identical to the structural indices of
R(1/)\) at A=0.

Proposition: The smallest structural index at infinity

(Amparan, Marcaida & Zaballa, ELA, 2015)
The smallest structural index of R(\) at infinity is

@ -degree (polynomial part of R()\)), if this poly part is nonzero,

@ positive, otherwise.
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Total numbers of poles and zeros

Theorem (Van Dooren’s Index Sum Theorem for Rational Matrices)

Let§,(R) and é,(R) denote the total number of poles and zeros (finite and
infinite) respectively of an arbitrary rational matrix R(\), and let a(R) denote
the sum of its left and right minimal indices. Then

0p(R) =0,(R) +a(R).

F. M. Dopico (U. Carlos Ill, Madrid) Van Dooren’s Index Sum Theorem 30-5-2018 19/32



Total numbers of poles and zeros

Theorem (Van Dooren’s Index Sum Theorem for Rational Matrices)

Let§,(R) and é,(R) denote the total number of poles and zeros (finite and
infinite) respectively of an arbitrary rational matrix R(\), and let a(R) denote
the sum of its left and right minimal indices. Then

op(R) = 02(R) + a(R).

| A

Definition (total numbers of poles and zeros)

@ The total number of poles of R(\) is minus the sum of all negative
structural indices of R(\) (including those at o).
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Total numbers of poles and zeros

Theorem (Van Dooren’s Index Sum Theorem for Rational Matrices)

Let§,(R) and é,(R) denote the total number of poles and zeros (finite and
infinite) respectively of an arbitrary rational matrix R(\), and let a(R) denote
the sum of its left and right minimal indices. Then

op(R) = 02(R) + a(R).

| A

Definition (total numbers of poles and zeros)

@ The total number of poles of R(\) is minus the sum of all negative
structural indices of R(\) (including those at o).

@ The total number of zeros of R(\) is the sum of all positive structural
indices of R(\) (including those at o).
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Minimal bases and minimal indices of a singular Rational Matrix

@ They characterize the structure of the rational null spaces:

Ne(R) -
NT(R) :

{y)T eCc)™™ - y(NTR(A) =07},
{z(X) eC(N)™! : R(\)z(\) = 0}.
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Example: minimal indices

Consider the rational matrix

R()) = A1 eC(N)™°

rank(R) =5 = dimAN,(R)=0 and dimN,(R)=1
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Example: minimal indices

Consider the rational matrix

R()\) = A-1 eC(N)™°

rank(R) =5 = dimMNy(R)=0 and dimN,(R)=1

@ {[0,0,0,)\% -\",1]T} right minimal basis of R(\), which has only one
right minimal index equal to 9.
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Example: minimal indices

Consider the rational matrix

A-1
R()\) = A-1 eC(N)™°

rank(R) =5 = dimMNy(R)=0 and dimN,(R)=1

@ {[0,0,0,)\% -\",1]T} right minimal basis of R(\), which has only one
right minimal index equal to 9.

@ Sum of all minimal indices of R(\) is a(R) = 9.
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Polynomial matrices are particular instances of rational matrices

@ Thus, a polynomial matrix P()\) of degree d has always at least one
pole of order d at infinity when seen as a rational matrix, i.e.,
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Polynomial matrices are particular instances of rational matrices

@ Thus, a polynomial matrix P()\) of degree d has always at least one
pole of order d at infinity when seen as a rational matrix, i.e.,

@ if rank(P) = r, then the structural indices at infinity are
S(P,o0) =(-d<sg<<8,),

which are the structural indices at 0 of P(1/)).
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Polynomial matrices are particular instances of rational matrices

@ Thus, a polynomial matrix P()\) of degree d has always at least one
pole of order d at infinity when seen as a rational matrix, i.e.,

@ if rank(P) = r, then the structural indices at infinity are
S(P,o0) =(-d<sg<<8,),

which are the structural indices at 0 of P(1/)).

@ But, in the “community of polynomial matrices”, the structure at infinity is
usually defined in a different way as follows.
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Infinite eigenvalues of polynomial matrices vs. structural indices at oo

Definition (Reversal polynomial)

Let P()\) = PyA% + Py A%t + - + Py be a polynomial matrix of degree d. The
reversal of P(\) is

1
revP()\) := AP (X) =Pi+ Py A+-+ P2t
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Infinite eigenvalues of polynomial matrices vs. structural indices at oo

Definition (Reversal polynomial)

Let P()\) = PyA% + Py A%t + - + Py be a polynomial matrix of degree d. The
reversal of P(\) is

1
revP()\) := AP (X) =Pi+ Py A+-+ P2t

Definition (Eigenvalues at « of a polynomial matrix)

P()) has an eigenvalue at  if 0 is an eigenvalue of revP()) and the
partial multiplicity sequence of P()\) at oo is the same as that of 0 in revP()\).
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Infinite eigenvalues of polynomial matrices vs. structural indices at oo

Definition (Reversal polynomial)

Let P()\) = PyA% + Py A%t + - + Py be a polynomial matrix of degree d. The
reversal of P()\) is

1
revP(\) := )\dP(f) =Pi+ Py A+-+ P2t

Definition (Eigenvalues at « of a polynomial matrix)

| y
.

P()) has an eigenvalue at  if 0 is an eigenvalue of revP()) and the
partial multiplicity sequence of P()\) at oo is the same as that of 0 in revP()\).

Proposition
If P(\) is a polynomial matrix of degree d with structural indices at oo

S(P,o0) =(-d<sa<<8,).

Then, the partial multiplicity sequence of P()) at infinity is
M(P,00) = (0< sy +d< - < s +d).
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e From Van Dooren’s Rational to Polynomial Index Sum Theorem
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Particularizing Van Dooren’s IST to Polynomial Matrices (I)

Theorem (Van Dooren’s Index Sum Theorem for Rational Matrices)

Let$,(R) and é,(R) denote the total number of poles and zeros (finite and

infinite) respectively of an arbitrary rational matrix R()\), and let «(R) denote
the sum of its left and right minimal indices. Then

8,(R) = 0,(R) +a(R).
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Particularizing Van Dooren’s IST to Polynomial Matrices (I)

Theorem (Van Dooren’s Index Sum Theorem for Rational Matrices)

Let$,(R) and é,(R) denote the total number of poles and zeros (finite and

infinite) respectively of an arbitrary rational matrix R()\), and let «(R) denote
the sum of its left and right minimal indices. Then

8,(R) = 0,(R) +a(R).

If R(A\) = P(\) is a polynomial matrix of degree d, r = rank(P), and with
structural indices at oo given by

S(P,00)=(-d<sp< <8 <0< 841 << 8p),
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Particularizing Van Dooren’s IST to Polynomial Matrices (I)

Theorem (Van Dooren’s Index Sum Theorem for Rational Matrices)

Let$,(R) and é,(R) denote the total number of poles and zeros (finite and
infinite) respectively of an arbitrary rational matrix R()\), and let «(R) denote
the sum of its left and right minimal indices. Then

8,(R) = 0,(R) +a(R).

If R(A\) = P(\) is a polynomial matrix of degree d, r = rank(P), and with
structural indices at oo given by

S(P,00)=(-d<sp< <8 <0< 841 << 8p),

then, since P(\) has poles only at infinity,

5p(P):—(—d+Zk:8i) and J.(P) = ZT: 57:+6£i”“e(P).

=2 i=k+1
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Particularizing Van Dooren’s IST to Polynomial Matrices (I)

Theorem (Van Dooren’s Index Sum Theorem for Rational Matrices)

Let$,(R) and é,(R) denote the total number of poles and zeros (finite and
infinite) respectively of an arbitrary rational matrix R()\), and let «(R) denote
the sum of its left and right minimal indices. Then

8,(R) = 0,(R) +a(R).

If R(A\) = P(\) is a polynomial matrix of degree d, r = rank(P), and with
structural indices at oo given by

S(P,00)=(-d<sp< <8 <0< 841 << 8p),
then, since P(\) has poles only at infinity,

ap(P):—(‘“isi) and 6.(P)= Y s +ol"(P).

=2 i=k+1

Moreover, M(P,00) = (0 < so +d < < s+ d).
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Particularizing Van Dooren’s IST to Polynomial Matrices (ll)

Then,

@ using, these three blue equalities,
@ summing up dr to both sides of Van Dooren’s index sum theorem,

@ and performing some elementary algebraic manipulations,

one gets the
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Particularizing Van Dooren’s IST to Polynomial Matrices (ll)

Then,

@ using, these three blue equalities,
@ summing up dr to both sides of Van Dooren’s index sum theorem,

@ and performing some elementary algebraic manipulations,

one gets the

Theorem (Index Sum Theorem for Polynomial Matrices)

Let 6(P) be the sum of the degrees of all the elementary divisors (finite and
infinite) of an arbitrary polynomial matrix P(\), and let a(P) denote the sum
of its left and right minimal indices. Then

0(P) + a(P) = degree(P) - rank(P).
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e From Polynomial to Van Dooren’s Rational Index Sum Theorem
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Main ideas in proof “Polynomial IST implies Van Dooren’s Rational IST”

@ This implication may seem surprising at a first glance since rational
matrices are not a particular case of polynomial matrices.
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Main ideas in proof “Polynomial IST implies Van Dooren’s Rational IST”

@ This implication may seem surprising at a first glance since rational
matrices are not a particular case of polynomial matrices.

@ Given a rational matrix R(\), the key point is to apply the Polynomial IST
to the polynomial matrix

P(A) =41(A) R(A),

where 1 (\) is the first denominator in the Smith-McMillan form of R(\),
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Main ideas in proof “Polynomial IST implies Van Dooren’s Rational IST”

@ This implication may seem surprising at a first glance since rational
matrices are not a particular case of polynomial matrices.

@ Given a rational matrix R(\), the key point is to apply the Polynomial IST
to the polynomial matrix

P(A) =41(A) R(A),

where 1 (\) is the first denominator in the Smith-McMillan form of R(\),
@ and to relate the structural data of P(\) and R()).
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0 The rational inverse structural data problem
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One application of IST for Polynomial Matrices is “the fundamental

realization theorem for polynomial matrices” (Steve Mackey’s name)

Theorem (De Teran, D, Van Dooren, SIMAX, (2015))

Consider that the following data

@ m, n, d, andr < min{m,n} positive integers,

@ r scalar monic polynomials such that pi (\)[p2(N\)] - |p-(N),
@ 0= <. <7, integers,

@ 0<ag < <aprand0<n < <Ny integers

are prescribed.

F. M. Dopico (U. Carlos Ill, Madrid) Van Dooren’s Index Sum Theorem 30-5-2018 30/32



One application of IST for Polynomial Matrices is “the fundamental

realization theorem for polynomial matrices” (Steve Mackey’s name)

Theorem (De Teran, D, Van Dooren, SIMAX, (2015))

Consider that the following data

@ m, n, d, andr < min{m,n} positive integers,

@ r scalar monic polynomials such that pi (\)[p2(N\)] - |p-(N),
@ 0= <. <7, integers,

@ 0<ag < <aprand0<n < <Ny integers

are prescribed. Then, there exists an m x n polynomial matrix, with rank r,
with degree d, with invariant polynomials p, (), ..., p-(\), with partial
multiplicities at infinity v, ---, .-, and with right and left minimal indices equal
toaq,-,an— andn, -, nm-r, respectively, if and only if

> degree(p;) + >, v+ Y, aj+ Y, n; =dr,
j=1

j=1 j=1 j=1
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One application of IST for Polynomial Matrices is “the fundamental

realization theorem for polynomial matrices” (Steve Mackey’s name)

Theorem (De Teran, D, Van Dooren, SIMAX, (2015))

Consider that the following data

@ m, n, d, andr < min{m,n} positive integers,

@ r scalar monic polynomials such that pi (\)[p2(N\)] - |p-(N),
@ 0= <. <7, integers,

@ 0<ag < <aprand0<n < <Ny integers

are prescribed. Then, there exists an m x n polynomial matrix, with rank r,
with degree d, with invariant polynomials p, (), ..., p-(\), with partial
multiplicities at infinity v, ---, .-, and with right and left minimal indices equal
toaq,-,an— andn, -, nm-r, respectively, if and only if

> degree(p;) + >, v+ Y, aj+ Y, n; =dr,
j=1

j=1 j=1 j=1

i.e., if and only if the prescribed data satisfy the IST for poly matrices.

F. M. Dopico (U. Carlos Ill, Madrid) Van Dooren’s Index Sum Theorem 30-5-2018 30/32



The fundamental realization theorem for rational matrices

Theorem (Anguas, D, Hollister, Mackey, submitted, (2018))

Consider that the following data

@ m, n, andr < min{m,n} positive integers,

@ r (monic) irreducible fractions 211((1)) . ((i)) such that e;(A) || e, (\)
and ;. (A) |-+ [¥1(N),

@ 1 < - <, integers (sequence of potential structural indices at infinity),
@ 0<ag < <aprand0<n < <Ny integers

are prescribed.
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The fundamental realization theorem for rational matrices

Theorem (Anguas, D, Hollister, Mackey, submitted, (2018))

Consider that the following data

@ m, n, andr < min{m,n} positive integers,

@ r (monic) irreducible fractions 211((1)) . ((i)) such that e;(A) || e, (\)
and ;. (A) |-+ [¥1(N),

@ 1 < - <, integers (sequence of potential structural indices at infinity),
@ 0<ag < <aprand0<n < <Ny integers

are prescribed. Then, there exists an m x n rational matrix, with rank r,
with invariant rational fractions 211((1)) . j)((i)) with structural indices at
infinity ~1,--+, v, and with right and left minimal indices equal to o, -+, oty

andny, -, Nm-r, respectively,

if and only if

the prescribed data satisfy Van Dooren’s Rational Index Sum Theorem.
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Proof of nontrivial implication of realization theorem for rational matrices

@ Key idea. Get from the prescribed data satisfying Van Dooren’s IST the
polynomial data:

m, n, and r < min{m, n} positive integers,
. A (A
7 monic polys fb‘l((,\))%()t) || S5 ), o
0< v —v1 < <, — 71 integers (sequence of multiplicities at o),

0<ag £ <Lanrand 0 <y < <My integers.

and solve the corresponding inverse polynomial problem.
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